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Abstract

The numerical range of an n×n matrix polynomial P (λ) = Amλm +
Am−1λ

m−1 + · · ·+ A1λ + A0 is defined by

W (P ) = {λ ∈ C : x∗P (λ)x = 0, x ∈ Cn, x∗x = 1},
and plays an important role in the study of matrix polynomials. In this
paper, we describe a methodology for the illustration of its boundary,
∂W (P ), using recent theoretical results on numerical ranges and algebraic
curves.
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1 Introduction and preliminaries

Consider a matrix polynomial

P (λ) = Amλm + Am−1λ
m−1 + · · ·+ A1λ + A0, (1)

where Aj ∈ Cn×n (j = 0, 1, . . . , m) and λ is a complex variable. The spectral
analysis of matrix polynomials leads to the solutions of higher order linear sys-
tems of differential equations (or difference equations) with constant coefficients.
The suggested references are [3, 8].

A scalar λ0 ∈ C is said to be an eigenvalue of P (λ) in (1) if the system
P (λ0)x = 0 has a nonzero solution x0 ∈ Cn. This solution x0 is known as an
eigenvector of P (λ) corresponding to λ0, and the set of all eigenvalues of P (λ)
is the spectrum of P (λ), namely, σ(P ) = {λ ∈ C : det P (λ) = 0}.

The numerical range of P (λ) in (1) is defined and denoted by

W (P ) = {λ ∈ C : x∗P (λ)x = 0, x ∈ Cn, x∗x = 1}. (2)
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Evidently, W (P ) is always closed and contains the spectrum of P (λ). For the
linear pencil P (λ) = Iλ − A, W (P ) coincides with the numerical range (also
known as field of values) of the matrix A, F (A) = {x∗Ax : x ∈ Cn, x∗x = 1}.
The suggested reference on F (A) and its properties is [2].

The last decade, the numerical range W (P ) in (2) has attracted attention,
and several results have been obtained (see e.g., [1, 4, 5, 6, 7, 9, 10, 11, 12,
13, 16]). These results are helpful in investigating and understanding matrix
polynomials, and lead to interesting applications of the numerical range on
the spectral analysis, the factorization and the stability of matrix polynomials,
[4, 11, 16]. To facilitate the presentation, some basic geometrical properties of
W (P ) are given below, [6, 7, 8, 9, 10].

(A) The numerical range W (P ) is not always connected, and it is bounded if
and only if 0 /∈ F (Am). In this case, W (P ) has no more than m (bounded)
connected components.

(B) Suppose G is a bounded connected component of W (P ) and for a unit
vector x ∈ Cn, the scalar polynomial x∗P (λ)x has exactly c(G) roots in
G, counting multiplicities. Then the number c(G) does not depend on x,
and P (λ) has exactly n c(G) eigenvalues in G, counting multiplicities.

(C) For any µ ∈ ∂W (P ), the origin is a boundary point of F (P (µ)).

(D) If µ is a corner of W (P ) and there is a unit xµ ∈ Cn such that µ is a
simple root of the polynomial x∗µP (µ)xµ, then µ is an eigenvalue of P (λ).

A straightforward procedure for the estimation of W (P ) (based on the defi-
nition) would be to plot the roots of the polynomial x∗P (λ)x for lots and ran-
domly chosen unit vectors x ∈ Cn. But that would be too costly, and it would
probably not accurately depict the boundary of W (P ). Algorithms for plotting
the boundaries of the numerical ranges of Aλ2m1+m2 + Bλm1+m2 + Cλm2 and
Aλm1+m2 + (B + i C)m2 (m1,m2 ≥ 0) for hermitian A,B, C can be found in
[5, 13, 14]. An inclusion-exclusion methodology for the estimation of W (P )
when Am = I, i.e., for the monic case, is described in [15]. The numerical
approximation of W (P ) is still an open and challenging problem.

In this paper, a procedure for the approximation of the boundary of W (P )
is proposed. This method is the first method for the estimation of the numerical
range of a general matrix polynomial besides the application of the definition.
The algorithm described in the next section is based on a recent theoretical
result of Chien, Nakazato and Psarrakos, [1], which yields an algebraic curve
of degree at most 2n(n − 1)m that contains ∂W (P ). Illustrative examples are
given in Section 3.

2 The algorithm

For our approach, it is necessary to recall an algebraic criterion for a scalar
polynomial to have a multiple root.
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Consider a polynomial p(t) = αlt
l+αl−1t

l−1+· · ·+α1t+α0 and its derivative
p′(t) = lαlt

l−1 + (l − 1)αl−1t
l−2 + · · · + α1, where α0, α1, . . . , αl ∈ C and t is

a complex variable. We define the resultant (Sylvester determinant) of p(t) and
p′(t), that is, the (2l − 1)× (2l − 1) determinant

D̃p =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

αl αl−1 . . . . . . α0 0 . . . 0
0 αl αl−1 . . . . . . α0 . . . 0
...

...
...

. . . . . . . . . . . .
...

0 . . . . . . 0 αl αl−1 . . . α0

lαl (l − 1)αl−1 . . . α1 0 0 . . . 0
0 lαl (l − 1)αl−1 . . . α1 0 . . . 0
...

...
...

. . . . . . . . . . . .
...

0 . . . . . . . . . 0 lαl . . . α1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

The polynomial D̃p is homogeneous in variables α0, α1, . . . , αl of degree at
most 2l − 1, and contains a factor αl. If αl 6= 0, then the ratio Dp = D̃p/αl

is said to be the discriminant of p(t), and it is a homogeneous polynomial in
α0, α1, . . . , αl of degree at most 2l−2. Furthermore, Dp = 0 if and only if p(t)
has a multiple root, [17]. If αl = 0, then Dp is assumed to be zero.

Let now P (λ) = Amλm + Am−1λ
m−1 + · · ·+ A1λ + A0 be an n×n matrix

polynomial as in (1) with numerical range W (P ) as in (2). In the following
result, we formulate the point equation of the curve ∂W (P ), [1].

Theorem 1 The boundary of the numerical range W (P ) lies on the algebraic
curve

C(P ) = {u + i v ∈ C : u, v ∈ R, DP (u, v) = 0}, (3)

where DP (u, v) is the discriminant of the polynomial

GP (t; u, v) = det(P (u + i v) + t [P (u + i v)]∗) (4)

with respect to variable t. This discriminant is a polynomial (not necessarily
with real coefficients) in u, v ∈ R of total degree at most 2n(n− 1)m.

One can see that the polynomial GP (t; u, v) in (4) satisfies

tn GP (t−1;u, v) = det(t [P (u + i v)]∗ + P (u + i v)) = GP (t; u, v).

Hence, t0 is a nonzero root of GP (t; u, v) with multiplicity k if and only if t
−1
0 is

a root of GP (t; u, v) with the same multiplicity. As a consequence, the modules
of the product of all nonzero roots of GP (t;u, v) is always equal to 1.

We also remark that if u0 + i v0 (u0, v0 ∈ R) is an isolated point of W (P ),
then by [9, Theorem 2.1], P (u0 + i v0) = 0. Consequently, the polynomial
GP (t; u0, v0) is identically zero, and by the above discussion, the discriminant
DP (u0, v0) is assumed to be zero.
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An n × n matrix polynomial P (λ) is called selfadjoint if all its coefficients
are hermitian matrices. In this case, it is easy to see that W (P ) is symmetric
with respect to the real axis. Moreover, for every u ∈ R, the polynomial
GP (t; u, 0) = det(P (u) + t [P (u)]∗) = (1 − t)n detP (u) has zero discriminant.
Thus, if P (λ) is selfadjoint, then the algebraic curve C(P ) in (3) contains the
real axis (see Example 2 below).

Suppose W (P ) 6= C and Ω = [umin, umax] × [i vmin, i vmax] (for real umin,
umax, vmin and vmax) is a given rectangle in the complex plane that contains
W (P ) or a part of it. Then we can estimate ∂W (P ) ∩ Ω by applying the
following grid-based algorithm.

Algorithm

Input: The coefficients A0, A1, . . . , Am of the matrix polynomial P (λ),
the real bounds umax, umin, vmax and vmin,
the positive integers Nu and Nv.

Step I Construct the Nu ×Nv grid

{u + i v = umin + ζ hu + i (vmin + ξ hv) : ζ = 0, 1, . . . , Nu, ξ = 0, 1, . . . , Nv}

of the rectangle Ω = [umin, umax] × [i vmin, i vmax], where hu = (umax −
umin) /Nu and hv = (vmax − vmin) /Nv.

Step II For every grid point u + i v, repeat:

(a) Construct the scalar polynomial

GP (t;u, v) = det(P (u + i v) + t [P (u + i v)]∗)

in variable t.

(b) Compute the determinant D̃P (u, v) and the discriminant DP (u, v).

Output: The plot of the curve C(P ) ∩ Ω.

An implementation of the above algorithm in MATLAB is given in Sec-
tion 4, where the command temp/vander(1:L+1)’ estimates the polynomial
GP (t; u, v) in a least square sense and the command contour sketches the
curve C(P ) ∩ Ω. As might be expected, the use of these commands leads to
some difficulties near points u + i v of ∂W (P ) where the discriminant DP (u, v)
vanishes but has a constant sign in a neighborhood of u + i v (this is the case
in Example 2 below), or when parts of W (P ) have no interior. Since the map-
ping P (λ) 7→ W (P ) ∩ Ω is continuous with respect to the Hausdorff metric,
this problem can be canceled by perturbing appropriately the original matrix
polynomial and/or choosing a more suitable grid. In spite of this weakness, the
authors’ experiments suggest that the algorithm is remarkably robust.
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An important feature of this technique is that it does not depend strongly
on the degree m of P (λ), which appears only in the computation of the (fixed)
matrix P (u + i v) in Step II (a). On the other hand, the cost of the algorithm
depends mainly on the size n of P (λ) since for every grid point u + i v, the
calculation of the (2n− 1)× (2n− 1) determinant D̃P (u, v) is required.

Our methodology also requires a priori knowledge of the size and the location
of W (P ). Thus, in our experiments, before applying the algorithm, we plot the
roots of some polynomials of the form x∗P (λ)x for unit x ∈ Cn. In this way, we
obtain an approach of a rectangle of interest Ω = [umin, umax] × [i vmin, i vmax]
that contains W (P ) or a part of it.

3 Numerical examples

In this section, we present some examples to illustrate the use of the proposed
algorithm. The computations were performed in MATLAB.
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Figure 1: A connected numerical range.

Example 1 For the 5× 5 monic matrix polynomial

P1(λ) = Iλ3 +
1
10




1 2 0 0 0
0 2 −1 0 0
0 0 0 0 i
1 −1 1 −1 1
1 2 3 4 5




λ2

+




0 1 0 0 0
−1 0 1 0 0
0 −1 0 1 0
0 0 −1 0 1
0 0 0 −1 0




λ +




5 4 6 −7 0
0 3 4 −2 1
3 −4 0 0 0
i −1 0 0 8
4 3 −5 2 0




,

the roots of a few thousand randomly chosen polynomials of the form x∗P1(λ)x
(x ∈ C5, x∗x = 1) are plotted in the left part of Figure 1. These points do
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Table 1: Efficiency comparisons for W (P1).

New Method Method of [15]
13.6s 4.5·10−2 16.5s 1.2·10−1

23.5s 3.8·10−2 27.0s 4.2·10−2

50.4s 6.1·10−5 66.7s 1.9·10−2

199.0s 4.2·10−5 364.5s 2.9·10−3

Table 2: Efficiency comparisons for W (R).

New Method Method of [15]
6.7s 2.9·10−3 9.8s 2.8·10−1

10.6s 1.7·10−3 15.2s 8.4·10−2

24.1s 7.6·10−4 26.9s 5.1·10−2

91.5s 1.9·10−4 128.2s 3.6·10−2

not give a clear picture of ∂W (P1), and eigenvalues of P1(λ) (marked with
‘+’) appear to lie out of W (P1). Moreover, it seems that W (P1) lies in the
rectangle Ω1 = [−3, 3]×[−i 2.5, i 2.5]. In the right part of the figure, we estimate
Ω1 \W (P1) by using the method described in [15], which is valid only for monic
matrix polynomials. Our algorithm is applied on a 200× 200 grid for drawing
the curve C(P1)∩Ω1 in both parts of the figure. Apparently, the outer branch
of the curve is a satisfactory estimation of ∂W (P1). ¤

The question of comparison of the new method applied to monic matrix
polynomials along with the method proposed in [15] arises in a natural way.
Hence, in Table 1, we give for several grids, the execution time together with
the distance of the boundary derived by both methods from the most left real
point of ∂W (P1), −2.150078431492111. Furthermore, it is easy to see that the
numerical range of the matrix polynomial

R(λ) = Iλ3 −
[

0 16
0 0

]

is the circular disk with centre at the origin and radius equal to 2. In Table
2, we record the execution time and the Hausdorff distance of the computed
boundaries from the circle ∂W (R). The results in both tables clearly demon-
strate that the new algorithm returns a better approximation of the boundaries
at a much smaller cost than the inclusion-exclusion algorithm of [15].

Example 2 The boundary of the numerical range of the selfadjoint quadratic
matrix polynomial

P2(λ) = Iλ2 +




0 −i 0.2 i 0.2
i 0.2 0 −i 0.2
−i 0.2 i 0.2 0


 λ +




0.3 0.2 0.5
0.2 0.5 0.3
0.5 0.3 0.2



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Figure 2: The numerical range W (P2) and the curve C(P2) ∩ Ω2.
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Figure 3: The curve C(P̂2) ∩ Ω2.

is accurately plotted in the left part of Figure 2, using an algorithm described in
[5] (valid only for monic selfadjoint quadratic matrix polynomials). Choosing a
100× 100 grid of the rectangle Ω2 = [−1, 1]× [−i 1.2, i 1.2], we draw the curve
C(P2) ∩ Ω2 in the right part of the figure. The eigenvalues of P2(λ) are also
marked with ‘+’. Clearly, the illustration of C(P2) ∩ Ω2 is not complete. At
the eigenvalues u+i v = ± i of P2(λ) (corners of W (P2)), the scalar polynomial
GP2(t;u, v) (in variable t) is identically zero and the discriminant DP2(u, v)
does not change sign in neighborhoods of these points. As a consequence, the
command contour cannot plot the nonreal part of ∂W (P2). Let now P̂2(λ) be
the matrix polynomial that follows from P2(λ) by replacing the (3,3)-entry of
the constant term of P2(λ), 0.2, with 0.4. Using a 200 × 200 grid of Ω2, we
estimate the curve C(P̂2) ∩ Ω2 in the left part of Figure 3. A neighborhood of
the eigenvalue λ = i is magnified in the right part of the figure. The points ± i
are no corners of W (P̂2), and the problem is now canceled. ¤
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The new methodology is the only currently known to the authors method
for the approximation of unbounded numerical ranges of matrix polynomials
(besides the definition). In our last example, we consider this case.
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Figure 4: An unbounded numerical range.

Example 3 The numerical range of the matrix polynomial

P3(λ) =




1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


 λ2 +




3 2 0 0
−2 3 2 0
0 −2 3 2
0 0 −2 3


 λ +




1 0 0 0
0 2 0 0
0 0 3 0
0 0 0 4




is unbounded since the numerical range of the leading coefficient, that is, the
interval [−1, 1], contains the origin. The roots of a few thousand randomly
chosen polynomials of the form x∗P3(λ)x (x ∈ C4, x∗x = 1) are plotted in
the left part of Figure 4. With these points, we cannot have a clear picture
of W (P3), but W (P3) appears to have one bounded and two unbounded con-
nected components, confirming Theorem 2.2 in [7]. Choosing the rectangle
Ω3 = [−10, 10]× [−i 8, i 8] and a 400×400 grid, we sketch the curve C(P3)∩Ω3

in the same part of the figure. The bounded connected component of W (P3) is
magnified in the right part of Figure 4. ¤

4 A Matlab routine

The MATLAB function implementing the new method follows.

function c = nrcurve(Q,xrange,yrange,h);
% Numerical range of the matrix polynomial
% n n-1
% A x + A x + ... + A x + A
% n n-1 1 0
%
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% Input: Q = {A0;A1;...;An-1;An}
% xrange = [left bound on x-axis, right bound on x-axis]
% yrange = [lower bound on y-axis, upper bound on y-axis]
% h = length of the grid
%
% Output: c = contour plot points

n1=round((xrange(2)-xrange(1))/h);
h1=(xrange(2)-xrange(1))/n1;
x=xrange(1):h1:xrange(2);
n2=round((yrange(2)-yrange(1))/h);
h2=(yrange(2)-yrange(1))/n2;
y=yrange(1):h2:yrange(2);
d=zeros(n1+1,n2+1);
K=length(Q);L=length(Q{1});i=sqrt(-1);temp=zeros(1,L);
for i1=1:n1+1,

for i2=1:n2+1,
z=x(i1)+i*y(i2);

for t=1:L+1,
temp(t)=dett(K,t,Q,z);

end;

a=temp/vander(1:L+1)’;
dg=zeros(2*L-1,2*L-1);

for inde=1:L,
dg(inde,inde:inde+L-1)=(L:-1:1).*(a(L+1:-1:2));

end;

for inde=L+1:2*L-1,
dg(inde,inde-L:inde)=a(L+1:-1:1);

end;

d(i1,i2)=det(dg)/dg(L+1,1);
end;

end;
c=contour(x,y,d’,[0 0],’-k’);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function u=dett(K,t,Q,z);
u=Q{1};zz=z;
for i1=2:K,

u=u+Q{i1}*zz;
zz=zz*z;

end;
u=det(u+t*u’);
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5 Conclusions

Based on a recent theoretical result (Theorem 1), in Section 2, we have described
an algorithm for the estimation of the boundary of the numerical range W (P )
of a general matrix polynomial P (λ). In particular, for a given region Ω of the
complex plane, our method plots an algebraic curve that contains ∂W (P ) ∩ Ω,
by first discretizing Ω with a grid. Numerical examples are given in Section
3 to illustrate the performance and possible difficulties of the algorithm. Our
methodology is the only known method for the approximation of unbounded
numerical ranges of matrix polynomials (Example 3). Also, in the case of monic
matrix polynomials, it is faster and more accurate than the inclusion-exclusion
technique described in [15] (Example 1). Only in the case where eigenvalues of
P (λ) lie on the boundary of W (P ) or parts of W (P ) have no interior, the new
algorithm may have some difficulties, which can been resolved by perturbing
the matrix coefficients of P (λ) (Example 2).

Interesting research issues arise. In all our non-selfadjoint examples, it ap-
pears that the part of the algebraic curve C(P ) that does not contain boundary
points of W (P ) lies in the interior of the numerical range W (P ). If this is true
in general, then the curve C(P ) always lies in W (P ), and hence, the algorithm
proposed herein yields a more efficient approximation of W (P ) than originally
expected. Note also that the use of the standard grid method leads to a large
amount of computational cost required for evaluating the discriminant DP (u, v)
on the grid of u + i v values. As a consequence, the reduction of the number of
grid points (and thus, of the number of required evaluations of DP (u, v)) is a
challenging problem.
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