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Abstract

Bonsall and Duncan (1973) observed that the numerical range of a bounded
linear operator can be written as an infinite intersection of closed circular discs.
Motivated by this interesting property (which does not seem to be very popular to
people working on numerical ranges), we propose a definition of numerical range
of rectangular complex matrices. The new range is always compact and convex,
and satisfies basic properties of the standard numerical range. Our analysis is
based on the properties of norms and the Birkhoff-James orthogonality.
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1 Introduction

Let (X , ‖ · ‖) be a complex Banach space, (X ∗, ‖ · ‖) be its dual space, and B(X ) be
the algebra of all bounded linear operators acting on X . Define the set of normalized
states Ω = {ω ∈ B(X )∗ : ω(I) = ‖ω‖ = 1} , where I denotes the identity operator.
For any operator A ∈ B(X ), the (algebraic) numerical range (also known as field of
values) of A is defined by

F (A) = {ω(A) : ω ∈ Ω} . (1)

In the finite-dimensional case (X , ‖ ·‖) = (Cn, ‖ ·‖2), where ‖ ·‖2 is the spectral norm,
the numerical range of a square matrix A ∈ C

n×n is also written

F (A) = {x∗Ax ∈ C : x ∈ C
n, x∗x = 1} . (2)

The suggested references on numerical ranges of operators and matrices are [5, 6, 8,
10, 12].

It is known that F (A) in (1) is compact and convex (this follows readily from
the properties of states [15]), and contains the spectrum of A [17], that is, σ(A) =
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{µ ∈ C : A − µI is not invertible in X}. Moreover, F (A) coincides with the set [6,
Lemma 6.22.1]

W‖·‖(A) = {µ ∈ C : ‖A − λI‖ ≥ |µ − λ|, ∀λ ∈ C} (3)

=
⋂

λ∈C

{µ ∈ C : |µ − λ| ≤ ‖A − λI‖} ,

i.e., it is written as an intersection of closed (circular) discs D (λ, ‖A − λI‖) =
{µ ∈ C : |µ − λ| ≤ ‖A − λI‖} (λ ∈ C). In this way, it is confirmed once again that
F (A) is a compact and convex subset of the complex plane that lies in the closed disc
D(0, ‖A‖) = {µ ∈ C : |µ| ≤ ‖A‖}. The set W‖·‖(A) is also known as the polynomial
numerical hull of first degree of A [7, 16].

Comparing (2) with (3), we observe that the definition of W‖·‖(A) in (3) is based on
the norm instead of the inner product. Thus, it is natural to use a formula analogous
to (3) to propose a definition of the numerical range of rectangular matrices. In
particular, for any A, B ∈ C

n×m and any matrix norm ‖ · ‖, we define the numerical
range of A with respect to B as the compact and convex set

W‖·‖(A; B) = {µ ∈ C : ‖A − λB‖ ≥ |µ − λ|, ∀λ ∈ C} (4)

=
⋂

λ∈C

D (λ, ‖A − λB‖) .

Apparently, this definition is also applicable to vectors.
In Sections 2 and 3, we comment on the new definition and obtain some basic

properties of W‖·‖(A; B), extending known properties of the standard numerical range.
Furthermore, we construct explicitly W‖·‖(A; B) when the matrix norm ‖·‖ is induced
by an inner product of matrices. It is remarkable that most results of these two
sections are also valid for bounded linear operators A, B ∈ B(X ,Y) from a Banach
space X to a Banach space Y, since their proofs are based on elementary properties
of norms. The only exception is Corollary 7.

In Section 4, we derive an intersection result that explains the use of B instead of
the matrix

In,m =















In, n = m
[ In 0 ] , n < m
[

Im

0

]

, n > m
,

where In denotes the n×n identity matrix. In Section 5, we consider the eigenvalues
of A ∈ C

n×m with respect to B ∈ C
n×m and the case of diagonal matrices. Moreover,

in Section 6, for square matrices A, B ∈ C
n×n, we investigate the relation between

W‖·‖2
(A; B) and the numerical range of the linear pencil A − λB. Several simple

examples are also given to illustrate our results.
For our discussion, it is necessary to recall orthogonality of operators in the

Birkhoff-James sense. For two elements u and v of a (complex) normed linear space,
u is said to be Birkhoff-James orthogonal to v, denoted by u ⊥ v, if ‖u + λv‖ ≥ ‖u‖
for all λ ∈ C. This orthogonality is neither symmetric nor additive [13]. However, it
is homogeneous, i.e., u ⊥ v if and only if au ⊥ bv for any nonzero a, b ∈ C.
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2 Numerical range of rectangular matrices

Let A, B ∈ C
n×m and ‖ · ‖ be a matrix norm. Consider the numerical range of A with

respect to B defined by (4), W‖·‖(A; B), and recall that it is a compact and convex
subset of the complex plane that lies in the closed disc D(0, ‖A‖). Clearly, for n = m,
B = In and ‖ · ‖ = ‖ · ‖2, the set W‖·‖2

(A; In) = W‖·‖2
(A) coincides with the classical

numerical range F (A) in (2) (see also Figure 1 below).
Note that since W‖·‖(A; B) =

⋂

λ∈C
D (λ, ‖A − λB‖), one can estimate W‖·‖(A; B)

by drawing a sufficiently large number of circles of the form ∂D (λ, ‖A − λB‖) =
{µ ∈ C : |µ − λ| = ‖A − λB‖}, as illustrated in our examples herein (see also [1]). To

confirm the effectiveness of this procedure, consider the matrix A =





1 2 0
0 2 0
0 0 i



.

The boundary of the numerical range F (A) is sketched in the left part of Figure 1.
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Figure 1: The numerical range F (A) (left) coincides with W‖·‖2
(A; I3) (right).

In the right part of this figure, 400 circles of the form {µ ∈ C : |µ − λ| = ‖A − λI3‖2}
(λ ∈ C) containing W‖·‖2

(A; I3), are drawn. In both parts of the figure, the eigenvalues
of A are marked with +’s. The unshaded region in the right part is a satisfactory
estimation of F (A) = W‖·‖2

(A; I3) that contains F (A).
Assume that ‖B‖ = β < 1 and µ ∈ W‖·‖(A; B). Then |µ| ≤ ‖A‖, and for every

λ ∈ C, it holds that

||µ| − |λ|| ≤ |µ − λ| ≤ |µ| + |λ| and ‖A − λB‖ ≤ ‖A‖ + |λ|β.

Hence, for |λ| > |µ|, it follows |λ| − |µ| ≤ |µ − λ| ≤ ‖A − λB‖ ≤ ‖A‖ + |λ|β, and
thus, (1 − β)|λ| ≤ 2 ‖A‖. For |λ| > 2 ‖A‖/(1 − β), the latter inequality is not true,
i.e., we have a contradiction. Consequently, for every B ∈ C

n×m with ‖B‖ < 1,
W‖·‖(A; B) = ∅. Thus, from this point and in the remainder of the paper, we assume
that ‖B‖ ≥ 1. In this case, W‖·‖(A; B) is always nonempty, as it is noticed in the
sequel (see Corollary 4).

As expected from the discussion in [2], the numerical range W‖·‖(A; B) can be
expressed in terms of the Birkhoff-James orthogonality.
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Theorem 1. For any A, B ∈ C
n×m with ‖B‖ = 1, it holds that

W‖·‖(A; B) = {µ ∈ C : B ⊥ (A − µB)} .

Proof. We have that B ⊥ A if and only if

‖B − λA‖ ≥ ‖B‖ = 1, ∀λ ∈ C,

or equivalently, if and only if

‖A − λ−1B‖ ≥ |λ|−1, ∀λ ∈ C\{0},

or equivalently, if and only if 0 ∈ W‖·‖(A; B). Moreover, we see that

W‖·‖(A; B) = {µ ∈ C : ‖A − λB‖ ≥ |µ − λ|, ∀λ ∈ C}

= {µ ∈ C : ‖A − µB + (µ − λ)B‖ ≥ |µ − λ|, ∀λ ∈ C}

=

{

µ ∈ C :

∥

∥

∥

∥

B +
1

µ − λ
(A − µB)

∥

∥

∥

∥

≥ 1, ∀λ ∈ C\{µ}

}

= {µ ∈ C : ‖B + λ(A − µB)‖ ≥ ‖B‖, ∀λ ∈ C}

= {µ ∈ C : B ⊥ (A − µB)} ,

and the proof is complete.

If we replace the matrix B by bB for some nonzero b ∈ C, then

W‖·‖(A; bB) = {µ ∈ C : ‖A − λ(bB)‖ ≥ |µ − λ|, ∀λ ∈ C}

=
{

µ ∈ C : ‖A − (bλ)B‖ ≥ |b|−1 |bµ − bλ|, ∀λ ∈ C
}

=
{

µ ∈ C : ‖A − λB‖ ≥ |b|−1|bµ − λ|, ∀λ ∈ C
}

.

We consider three cases:

(a) If |b| = 1, then

W‖·‖(A; bB) =
{

b−1µ ∈ C : ‖A − λB‖ ≥ |µ − λ|, ∀λ ∈ C
}

= b−1W‖·‖(A; B).

(b) If |b| < 1, then

W‖·‖(A; bB) ⊆
{

b−1µ ∈ C : ‖A − λB‖ ≥ |µ − λ|, ∀λ ∈ C
}

= b−1W‖·‖(A; B).

(c) If |b| > 1, then

W‖·‖(A; bB) ⊇
{

b−1µ ∈ C : ‖A − λB‖ ≥ |µ − λ|, ∀λ ∈ C
}

= b−1W‖·‖(A; B).

Since the Birkhoff-James orthogonality is homogeneous, Theorem 1 and the ob-
servation (b) above yield directly the following corollary.

Corollary 2. For any A, B ∈ C
n×m with ‖B‖ > 1,

{µ ∈ C : B ⊥ (A − µB)} = ‖B‖−1W‖·‖(A; ‖B‖−1B) ⊆ W‖·‖(A; B).
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The next lemma was proved by James [13] for real normed linear spaces. Following
the arguments of his proof, one can easily verify that this result is also valid for
complex normed linear spaces.

Lemma 3. If u and v are any two elements of a complex normed linear space, then
there exists a scalar µ ∈ C such that u ⊥ (v + µu).

By Theorem 1, Corollary 2, Lemma 3 and the relative discussion at the begin-
ning of the section, it is apparent that the proposed definition of numerical range of
rectangular matrices is nontrivial.

Corollary 4. For any A, B ∈ C
n×m, W‖·‖(A; B) is nonempty if and only if ‖B‖ ≥ 1.

3 Basic properties

We present some basic properties of the numerical range W‖·‖(A; B), which are direct
consequences of the properties of norms.

Proposition 5. If A = bB (with ‖B‖ ≥ 1) for some b ∈ C, then W‖·‖(bB; B) = {b}.

Proof. For A = bB (with ‖B‖ ≥ 1 and b ∈ C), we have

W‖·‖(bB; B) = {µ ∈ C : ‖bB − λB‖ ≥ |µ − λ|, ∀λ ∈ C}

= {µ ∈ C : ‖B‖ |b − λ| ≥ |µ − λ|, ∀λ ∈ C} .

Since ‖B‖ ≥ 1, ‖B‖ |b − λ| ≥ |b − λ| for every λ ∈ C, and hence, b ∈ W‖·‖(bB; B).

Furthermore, if we assume that b̂ ∈ W‖·‖(bB; B)\{b}, then in the interior of the line

segment with endpoints b and b̂, there exists a λ0 such that ‖B‖ |b − λ0| < |b̂ − λ0|,
i.e., b̂ /∈ W‖·‖(bB; B). This is a contradiction, and thus, W‖·‖(bB; B) = {b}.

Proposition 6. Consider a linear map f : (Cn1×m1 , ‖ · ‖) → (Cn2×m2 , |‖ · |‖) such
that |‖f(M)|‖ = (resp., ≥ , ≤ ) ‖M‖ for every M ∈ C

n1×m1. Then for any A, B ∈
C

n1×m1, it holds that W|‖·|‖(f(A); f(B)) = (resp., ⊇ , ⊆ ) W‖·‖(A; B).

Proof. Suppose that ‖M‖ ≤ |‖f(M)|‖ for every M ∈ C
n1×m1 , and let µ ∈ W‖·‖(A; B).

Then for every λ ∈ C,

|µ − λ| ≤ ‖A − λB‖ ≤ |‖f(A − λB)|‖ = |‖f(A) − λf(B))|‖,

and hence, µ ∈ W|‖·|‖(f(A); f(B)). The remaining two cases can be treated similarly.

This proposition and properties of norms [19] yield immediately (i)–(iii) of the
next corollary. Parts (iv)–(vi) also follow readily.

Corollary 7. For any A, B ∈ C
n×m, the following hold:

(i) If the norm ‖ · ‖ is unitarily invariant, then for any unitary matrices U ∈ C
n×n

and V ∈ C
m×m, W‖·‖(UAV ; UBV ) = W‖·‖(A; B).
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(ii) If the norm ‖·‖ is unitarily invariant, and Â and B̂ are submatrices of A and B,
respectively, formed by the same rows and the same columns, then W‖·‖(Â; B̂) ⊆
W‖·‖(A; B).

(iii) If the norm ‖·‖ is invariant under the transpose operation ·T , then W‖·‖(A
T ; BT ) =

W‖·‖(A; B).

(iv) If the norm ‖·‖ is invariant under the conjugate operation · , then W‖·‖(A; B) =

W‖·‖(A; B).

(v) If the norm ‖ · ‖ is invariant under the conjugate transpose operation ·∗, then
W‖·‖(A

∗; B∗) = W‖·‖(A; B).

(vi) If the norm ‖ · ‖ is invariant under the conjugate transpose operation ·∗ (resp.,
the conjugate operation · ) and the matrices A, B are n × n hermitian (resp.,
n × m real), then W‖·‖(A; B) is symmetric with respect to the real axis.

Proposition 8. For any scalars a, b ∈ C, W‖·‖(aA + bB; B) = aW‖·‖(A; B) + b.

Proof. Suppose that a 6= 0. Then a complex number aµ+ b belongs to the numerical
range W‖·‖(aA + bB; B) if and only if

‖aA + bB − λB‖ ≥ |aµ + b − λ|, ∀λ ∈ C,

or equivalently, if and only if

|a|

∥

∥

∥

∥

A +
b − λ

a
B

∥

∥

∥

∥

≥ |a|

∣

∣

∣

∣

µ +
b − λ

a

∣

∣

∣

∣

, ∀λ ∈ C,

or equivalently, if and only if

‖A − λB‖ ≥ |µ − λ|, ∀λ ∈ C.

Hence, aµ + b ∈ W‖·‖(aA + bB; B) if and only if µ ∈ W‖·‖(A; B).
If a = 0, then W‖·‖(aA + bB; B) = W‖·‖(bB; B) = {b}, keeping in mind that

‖B‖ ≥ 1.

For example, consider the 3 × 4 matrices A =





5 + i 0.2 0 −0.1
0 1 − i 5 −i 0.1 0
0 0 0.1 0





and B =





1.1 0 0 0
0 1.2 0 0
0 0 1 0



, and let ‖ · ‖ = ‖ · ‖1. The ranges W‖·‖1
(A; B) and

W‖·‖1
(iA − 4B; B) are illustrated in the left and right parts of Figure 2, respectively,

confirming Proposition 8.
The interior of W‖·‖(A; B), Int

[

W‖·‖(A; B)
]

, can be characterized by using strict
inequality in the definition (4).

Proposition 9. For any A, B ∈ C
n×m,

Int
[

W‖·‖(A; B)
]

⊆ {µ ∈ C : ‖A − λB‖ > |µ − λ|, ∀λ ∈ C} .
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Figure 2: The numerical ranges W‖·‖1
(A; B) (left) and W‖·‖1

(iA − 4B; B) (right).

Proof. Let µ ∈ Int
[

W‖·‖(A; B)
]

(recalling that ‖B‖ ≥ 1). Then there is a ρ > 0 such

that µ + eiθρ ∈ W‖·‖(A; B) for all θ ∈ [0, 2π]. Hence, it follows

‖A − λB‖ ≥
∣

∣

∣

(

µ + eiθρ
)

− λ
∣

∣

∣
, ∀λ ∈ C, θ ∈ [0, 2π].

But apparently, for any λ ∈ C, there exists an angle θ(λ) ∈ [0, 2π] such that
∣

∣

(

µ + eiθ(λ)ρ
)

− λ
∣

∣ > |µ−λ|. As a consequence, ‖A − λB‖ > |µ−λ| for all λ ∈ C.

Next we see that the relation between W‖·‖(A; B) and W‖·‖(B; A) is strong.

Proposition 10. For any A, B ∈ C
n×m, it holds that

{

µ−1 ∈ C : µ ∈ W‖·‖(A; B), |µ| ≥ 1
}

⊆ W‖·‖(B; A).

Proof. Let µ ∈ W‖·‖(A; B) with |µ| ≥ 1. Then

‖A − λB‖ ≥ |µ − λ|, ∀λ ∈ C,

or

|λ|

∥

∥

∥

∥

1

λ
A − B

∥

∥

∥

∥

≥ |λ|
∣

∣

∣

µ

λ
− 1
∣

∣

∣
, ∀λ ∈ C\{0},

or
‖B − λA‖ ≥ |µλ − 1| = |µ| |µ−1 − λ|, ∀λ ∈ C.

Since |µ| ≥ 1, it follows that µ−1 ∈ W‖·‖(B; A).

Consider the 3 × 3 diagonal matrix A = diag{2 + i 3, 2, 4}. The numerical range
F (A) = W‖·‖2

(A; I3) coincides with the convex hull of the diagonal entries of A and
lies outside the unit disc D(0, 1), as one can see in the left part of Figure 3. The
range W‖·‖2

(I3; A), estimated by the unshaded region in the right part of the figure,
contains the set

{

µ−1 ∈ C : µ ∈ F (A)
}

, verifying Proposition 10. By this example, it
is also clear that, in general, W‖·‖(B; A) 6=

{

µ−1 ∈ C : µ ∈ W‖·‖(A; B), |µ| ≥ 1
}

(note
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Figure 3: The ranges F (A) = W‖·‖2
(A; I3) (left) and W‖·‖2

(I3; A) (right).

that in the right part of Figure 3, the origin lies in the interior of W‖·‖2
(I3; A)). Of

course, for any B ∈ C
n×m and b ∈ C such that ‖B‖ ≥ 1 and |b| = 1, we have

W‖·‖2
(bB; B) = {b} and W‖·‖2

(B; bB) = W‖·‖2
(b−1(bB); bB) = {b−1}.

Now we turn our attention to matrix norms induced by inner products of matrices;
this is the case for the Frobenius norm.

Lemma 11. Suppose that the matrix norm ‖ · ‖ is induced by the inner product (·, ·),
and let A, B ∈ C

n×m. Then A ⊥ B if and only if (A, B) = 0.

Proof. We have that A ⊥ B if and only if

‖A + λB‖ ≥ ‖A‖, ∀λ ∈ C,

or equivalently, if and only if

|λ|2‖B‖2 ≥ −2 Re
[

λ (A, B)
]

, ∀λ ∈ C.

Letting λ be real implies

|λ|2‖B‖2 ≥ −2 Re
[

λ (A, B)
]

= −2 λ Re[(A, B)], ∀λ ∈ R

and

|λ|2‖B‖2 = |iλ|2‖B‖2 ≥ −2 Re
[

iλ (A, B)
]

= −2 λ Im[(A, B)], ∀λ ∈ R.

As a consequence, Re[(A, B)] = Im[(A, B)] = 0, and the proof is complete.

Lemma 12. Suppose that the matrix norm ‖ · ‖ is induced by the inner product (·, ·),
and let A, B ∈ C

n×m with ‖B‖ ≥ 1. Then (A, B)/‖B‖2 ∈ W‖·‖(A; B). Moreover, if
‖B‖ = 1, then W‖·‖(A; B) = {(A, B)}.

Proof. By Lemma 11, a scalar µ ∈ C satisfies the orthogonality B ⊥ (A − µB) if
and only if (B, A − µB) = 0, or equivalently, if and only if µ = (A, B)/‖B‖2. By
Theorem 1 and Corollary 2, the proof is completed.
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Let ‖ · ‖ be a matrix norm induced by the inner product (·, ·), and let B be an
n×m matrix with ‖B‖ = 1. Then for any A ∈ C

n×m, the numerical range W‖·‖(A; B)
is a singleton, although A is not necessarily a scalar multiple of B. This means that
the converse of Proposition 5 is not true in general.

Furthermore, for ‖B‖ > 1 and A not a scalar multiple of B, the numerical range
W‖·‖(A; B) is a (nontrivial) closed disc centered at (A, B)/‖B‖2, and hence, it has a
nonempty interior.

Proposition 13. Suppose that the matrix norm ‖ · ‖ is induced by the inner product
(·, ·), and let A, B ∈ C

n×m with ‖B‖ ≥ 1. Then it holds that

W‖·‖(A; B) = D

(

(A, B)

‖B‖2
,

∥

∥

∥

∥

A −
(A, B)

‖B‖2
B

∥

∥

∥

∥

√

‖B‖2 − 1

‖B‖

)

.

Proof. If ‖B‖ = 1, then by Lemma 12, W‖·‖(A; B) = {(A, B)} = D((A, B), 0).

Suppose that ‖B‖ > 1. Denote Â = A − (A,B)
‖B‖2 B, and observe that

W‖·‖(Â; B) = W‖·‖(A; B) −
(A, B)

‖B‖2
and (Â, B) = 0.

Then for any r > 0,

‖Â − reiθB‖ =

√

‖Â‖2 + r2‖B‖2 , ∀ θ ∈ [0, 2π],

and as a consequence,

⋂

θ∈[0,2π]

D
(

reiθ,
∥

∥

∥
Â − reiθB

∥

∥

∥

)

= D

(

0 ,

√

‖Â‖2 + r2‖B‖2 − r

)

.

It is also easy to see that

min
r≥0

{

√

‖Â‖2 + r2‖B‖2 − r

}

= ‖Â‖

√

‖B‖2 − 1

‖B‖
,

where the minimum is attained at r = ‖Â‖/(‖B‖
√

‖B‖2 − 1). Thus,

W‖·‖(Â; B) =
⋂

r≥0

D

(

0 ,

√

‖Â‖2 + r2‖B‖2 − r

)

= D

(

0 , ‖Â‖

√

‖B‖2 − 1

‖B‖

)

,

and the proof is complete.

Remark. It is straightforward to see that if the norm ‖ · ‖ is induced by the inner
product (·, ·), then for any A, Â, B ∈ C

n×m with ‖B‖ ≥ 1,

W‖·‖(A + Â; B) = D

(

(A + Â, B)

‖B‖2
,

∥

∥

∥

∥

∥

A + Â −
(A + Â, B)

‖B‖2
B

∥

∥

∥

∥

∥

√

‖B‖2 − 1

‖B‖

)

⊆ D

(

(A, B)

‖B‖2
,

∥

∥

∥

∥

A −
(A, B)

‖B‖2
B

∥

∥

∥

∥

√

‖B‖2 − 1

‖B‖

)

+ D

(

(Â, B)

‖B‖2
,

∥

∥

∥

∥

∥

Â −
(Â, B)

‖B‖2
B

∥

∥

∥

∥

∥

√

‖B‖2 − 1

‖B‖

)

= W‖·‖(A; B) + W‖·‖(Â; B),
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i.e., the subadditivity property holds. Furthermore, our experiments lead to the con-
jecture that subadditivity of numerical ranges holds for all norms. Unfortunately,
such a result is not obtained and it is still an open question. In the case of an affir-
mative answer, the subadditivity will provide us with the continuity of the mapping
A −→ W‖·‖(A; B). In particular, for any matrix E ∈ C

n×m, we would have

W‖·‖(A + E; B) ⊆ W‖·‖(A; B) + W‖·‖(E; B) ⊆ W‖·‖(A; B) + D(0, ‖E‖).

As a consequence, for every µ ∈ W‖·‖(A; B), there would be a µ̂ ∈ W‖·‖(A + E; B)
such that |µ − µ̂| ≤ ‖E‖, and conversely, for every µ̂ ∈ W‖·‖(A + E; B), there would
be a µ ∈ W‖·‖(A; B) with |µ − µ̂| ≤ ‖E‖. Thus, with regard to the Hausdorff metric,
the distance between the ranges W‖·‖(A; B) and W‖·‖(A + E; B) would be

max

{

max
µ∈W‖·‖(A;B)

min
µ̂∈W‖·‖(A+E;B)

|µ − µ̂|, max
µ̂∈W‖·‖(A+E;B)

min
µ∈W‖·‖(A;B)

|µ − µ̂|

}

≤ ‖E‖.

4 An intersection result and an explanation for B

For a square matrix A ∈ C
n×n, we have seen that

F (A) = W‖·‖2
(A) = W‖·‖2

(A; In) = {µ ∈ C : ‖A − λIn‖2 ≥ |µ − λ|, ∀λ ∈ C} .

So, one may question the use of the (general) matrix B for defining the numerical range
of rectangular matrices instead of the matrix In,m. In this section, we explain why the
numerical range W‖·‖2

(A; In,m) cannot be considered as an appropriate generalization.

Without loss of generality, we assume that n > m, A =

[

A1

A2

]

with A1 ∈ C
m×m

and A2 ∈ C
(n−m)×m, and In,m =

[

Im

0

]

. Then

W‖·‖2
(A; In,m) =

{

µ ∈ C :

∥

∥

∥

∥

[

A1

A2

]

− λ

[

Im

0

]∥

∥

∥

∥

2

≥ |µ − λ|, ∀λ ∈ C

}

=

{

µ ∈ C :

∥

∥

∥

∥

[

A1 0
A2 0

]

− λ

[

Im 0
0 0

]∥

∥

∥

∥

2

≥ |µ − λ|, ∀λ ∈ C

}

,

where the matrices

[

A1 0
A2 0

]

and

[

Im 0
0 0

]

are n×n. Moreover, it is easy to verify

that for every λ ∈ C, M1 ∈ C
m×(n−m) and M2 ∈ C

(n−m)×(n−m),
∥

∥

∥

∥

[

A1 0
A2 0

]

− λ

[

Im 0
0 0

]∥

∥

∥

∥

2

≤

∥

∥

∥

∥

[

A1 M1

A2 M2

]

− λ

[

Im 0
0 In−m

]∥

∥

∥

∥

2

(see also Theorem 4.3.15 of [11]). Thus, denoting M =

[

M1

M2

]

,

W‖·‖2
(A; In,m) ⊆

⋂

M∈Cn×(n−m)

{µ ∈ C : ‖[ A M ] − λIn‖2 ≥ |µ − λ|, ∀λ ∈ C}

=
⋂

M∈Cn×(n−m)

F ([ A M ]) ,

10



where the intersection is taken over all n × (n − m) matrices M . Furthermore, this
intersection coincides with the numerical range F (A1).

Proposition 14. For any n×m (n > m) matrix A =

[

A1

A2

]

with A1 ∈ C
m×m and

A2 ∈ C
(n−m)×m, it holds that

F (A1) =
⋂

M∈Cn×(n−m)

F ([ A M ]) .

Proof. For every M =

[

M1

M2

]

∈ C
n×(n−m), F (A1) ⊆ F ([ A M ]) , and thus,

F (A1) ⊆
⋂

M∈Cn×(n−m)

F ([ A M ]) .

By the convexity of the standard numerical range of square matrices, it is enough to

prove that for every θ ∈ [0, 2π], there is an n×n matrix [A Mθ ] =

[

A1 M1

A2 M2

]

such

that the numerical ranges F
(

eiθA1

)

= eiθF (A1) and F
(

eiθ [ A Mθ ]
)

= eiθF ([A Mθ ])
have exactly the same projection on the real axis.

For any θ ∈ [0, 2π], consider the matrix

[ A Mθ ] =

[

A1 ei(π−2θ)A∗
2

A2 µIn−m

]

for some µ ∈ F (A1). Then we have

1

2

(

eiθ [ A Mθ ] + e−iθ [A Mθ ]∗
)

=
1

2

[

eiθA1 + e−iθA∗
1 ei(π−θ)A∗

2 + e−iθA∗
2

eiθA2 + e−i(π−θ)A2 eiθµIn−m + e−iθµIn−m

]

=

[

eiθA1+e−iθA∗
1

2 0
0 Re{eiθµ}In−m

]

,

where

Re{eiθµ} ∈ Re{F
(

eiθA1

)

} = F

(

eiθA1 + e−iθA∗
1

2

)

.

Hence, the numerical ranges

F
(

eiθA1

)

and F

(

eiθ

[

A1 ei(π−2θ)A∗
2

A2 µIn−m

])

have exactly the same projection on the real axis.

By the above proof, the next corollary follows readily.

Corollary 15. Let A =

[

A1

A2

]

with A1 ∈ C
m×m and A2 ∈ C

(n−m)×m. If µ ∈ F (A1),

then

F (A1) =
⋂

θ∈[0,2π]

F

([

A1 eiθA∗
2

A2 µIn−m

])

.

11
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Figure 4: The numerical ranges F (A1) (left), and F (Ck) for k = 0, 1, . . . , 7 (right).

For a stronger result than Proposition 14 (though not covering Corollary 15), see
Lemma 1 of [9].

To illustrate numerically this intersection result, consider the matrix

A =

[

A1

A2

]

=









1 0 0
2 −3 0
i 9 4

−14 13 −5









.

The numerical range of the 3×3 submatrix A1 =





1 0 0
2 −3 0
i 9 4



 is indicated in the left

part of Figure 4, where the eigenvalues of A1 are marked with +’s. In the right part of

the figure, the boundaries of the numerical ranges of matrices Ck =

[

A1 ei kπ

4 A∗
2

A2 0

]

for k = 0, 1, . . . , 7, are sketched. Keeping in mind that 0 ∈ F (A1), Corollary 15 is
apparently confirmed.

Next we obtain that the set W‖·‖2
(A; In,m) coincides with the standard numerical

range of the submatrix A1, F (A1). This makes the use of In,m having no practical
value and explains the appearance of B in our generalization for rectangular matrices.

Theorem 16. For any n × m (n > m) matrix A =

[

A1

A2

]

with A1 ∈ C
m×m and

A2 ∈ C
(n−m)×m, it holds that W‖·‖2

(A; In,m) = F (A1).

Proof. We have already seen that

W‖·‖2
(A; In,m) ⊆

⋂

M∈Cn×(n−m)

F ([ A M ]) = F (A1),

and hence, it is enough to prove the inverse inclusion. Let µ0 ∈ F (A1). Since
W‖·‖2

(A − µ0In,m; In,m) = W‖·‖2
(A; In,m) − µ0 and F (A1 − µ0Im) = F (A1) − µ0,

without loss of generality, we can assume that µ0 = 0. Then we have

0 ∈ F (A1) = W‖·‖2
(A1; Im),

12



or equivalently,
‖Im − λA1‖2 ≥ 1, ∀λ ∈ C.

Since ‖In,m − λA‖2 ≥ ‖Im − λA1‖2 , it follows

‖In,m − λA‖2 ≥ 1, ∀λ ∈ C,

or
∥

∥A − λ−1In,m

∥

∥

2
≥ |λ|−1, ∀λ ∈ C\{0},

or
‖A − λIn,m‖2 ≥ |λ|, ∀λ ∈ C.

As a consequence, 0 ∈ W‖·‖2
(A; In,m), and the proof is complete.

5 Eigenvalues and diagonal rectangular matrices

Let A, B be n×m matrices with n ≥ m. A scalar µ0 ∈ C is said to be an eigenvalue
of A with respect to B if (A − µ0B) x0 = 0 for some nonzero vector x0 ∈ C

m. The
vector x0 is called an eigenvector of A with respect to B corresponding to µ0, and the
set of all eigenvalues of A with respect to B is denoted by σ(A; B).

The above definition of eigenvalues has been used in [3, 4, 18, 20], but it has not
become a mainstream concept in linear algebra. The reason is that most of non-square
matrices have no eigenvalues at all, and for those that do, a random perturbation will
in general remove them. On the other hand, this definition can be considered as an
appropriate generalization since for n = m and B = In, it coincides with the standard
definition of eigenvalues and eigenvectors.

In the remainder of this section, we assume that the matrix norm ‖ · ‖ is induced
by a vector norm (acting on C

n and C
m).

Proposition 17. Let A, B ∈ C
n×m (n ≥ m). Any eigenvalue µ0 of A with respect

to B, with an associated unit eigenvector x0 ∈ C
m such that ‖Bx0‖ ≥ 1, lies in the

numerical range W‖·‖(A; B).

Proof. For the unit eigenvector x0 ∈ C
m, we know that (A − µ0B)x0 = 0 and

‖Bx0‖ ≥ 1. Then for every λ ∈ C, (A − λB)x0 = (µ0 − λ)Bx0 and thus,

‖A − λB‖ ≥ ‖(A − λB)x0‖ = |µ0 − λ| ‖Bx0‖ ≥ |µ0 − λ|.

As a consequence, µ0 ∈ W‖·‖(A; B).

In several experiments, we have met eigenvalues of a matrix A with respect to
a matrix B that lie in W‖·‖(A; B), although ‖Bx0‖ < 1 for any associated unit
eigenvector x0. Hence, in Proposition 17, the condition ‖Bx0‖ ≥ 1 is sufficient but
not necessary. Furthermore, for the eigenvalues on the boundary of the numerical
range, we have the next result.

Proposition 18. Let A, B ∈ C
n×m (n ≥ m) such that W‖·‖(A; B) is not a singleton,

and let µ0 be an eigenvalue of A with respect to B on the boundary of W‖·‖(A; B).
Then for any associated unit eigenvector x0 ∈ C

m, it holds that ‖Bx0‖ ≤ 1.

13



Proof. Suppose that the eigenvalue µ0 lies on the boundary of W‖·‖(A; B). Then for
any ε > 0, there is a λε ∈ C, λε 6= µ0, such that

D(µ0, ε) 6⊆ D(λε, ‖A − λεB‖),

or
|µ0 − λε| + ε > ‖A − λεB‖ ≥ ‖(A − λεB)x0‖.

Since Ax0 = µ0Bx0, it follows

|µ0 − λε| + ε > ‖(µ0 − λε)Bx0‖ = |µ0 − λε| ‖Bx0‖

or
|µ0 − λε| (‖Bx0‖ − 1) ≤ ε. (5)

From the fact that W‖·‖(A; B) is not a singleton and lies in D(λε, ‖A−λεB‖), we see
that λε cannot be arbitrarily close to µ0. Thus, if we assume that ‖Bx0‖ > 1, then
the inequality (5) yields a contradiction. As a consequence, ‖Bx0‖ ≤ 1.

Suppose that the matrices A, B ∈ C
n×m (n ≥ m) are diagonal, i.e., all their off-

diagonal entries are zero, and denote A = diag{a1, a2, . . . , am} and B = diag{b1, b2,
. . . , bm}. Assume also that all the diagonal entries of B are nonzero. Then the ratios
a1/b1, a2/b2, . . . , am/bm are the eigenvalues of A with respect to B, with correspond-
ing eigenvectors the vectors of the standard basis of C

m. Moreover, Proposition 17
implies the following.

Corollary 19. Let A = diag{a1, a2, . . . , am} and B = diag{b1, b2, . . . , bm} be n × m
(n ≥ m) diagonal matrices with bi 6= 0 (i = 1, 2, . . . , m). Then every eigenvalue
ai/bi ∈ σ(A; B) with |bi| ≥ 1 lies in W‖·‖(A; B).

Denote by ‖ · ‖d a matrix norm such that for any n×m (n ≥ m) diagonal matrix
D = diag{d1, d2, . . . , dm}, ‖D‖d = max {|dj | : j = 1, 2, . . . , m}; this is the case for
matrix norms induced by absolute and monotone vector norms [11, Theorem 5.6.37],
such as ‖ · ‖1, ‖ · ‖2 and ‖ · ‖∞.

Proposition 20. Let A = diag{a1, a2, . . . , am} and B = diag{b1, b2, . . . , bm} be two
n×m (n ≥ m) diagonal matrices. If |b1| = |b2| = · · · = |bm| = 1, then the numerical
range W‖·‖d

(A; B) coincides with the convex hull of the eigenvalues of A with respect
to B, a1/b1, a2/b2, . . . , am/bm.

Proof. By Corollary 19 and the convexity of W‖·‖d
(A; B), it follows that co {σ(A; B)} ⊆

W‖·‖d
(A; B). Consider now a µ /∈ co {σ(A; B)}. Then there exist a λµ ∈ C and a

real rµ > 0 such that the closed disc D (λµ, rµ) contains co {σ(A; B)} but not µ. As
a consequence,

∣

∣

∣

∣

λµ −
ai

bi

∣

∣

∣

∣

≤ rµ < |λµ − µ| , i = 1, 2, . . . , m,

or
|ai − λµbi| < |λµ − µ| , i = 1, 2, . . . , m,

or
‖A − λµB‖d < |λµ − µ|.

Hence, µ /∈ W‖·‖d
(A; B), and the proof is complete.
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Figure 5: The numerical ranges W‖·‖2
(A; B) (left) and W‖·‖2

(A; B̂) (right).

For the 4 × 3 diagonal matrices A = diag{i, 1, 1 + i} and B = diag{1, i,−i}, the
numerical range W‖·‖2

(A; B) is estimated by the unshaded region in the left part of
Figure 5, and it coincides with the convex hull of σ(A; B) = {i,−i,−1+i}, confirming
Proposition 20. If we replace B by the 4×3 matrix B̂ = diag{3, i,−i}, then the convex
hull of the eigenvalues i/3,−i,−1 + i ∈ σ(A; B̂) (marked with +’s) is a strict subset
of W‖·‖2

(A; B̂), as we see in the right part of Figure 5. It is worth noting that the

eigenvalues that correspond to the diagonal entries of B̂ of modulus one remain on
the boundary of the numerical range.

6 Numerical range of linear pencils

In the case of square matrices, i.e., for n = m, a question that arises in a natural way
is how the range W‖·‖2

(A; B) is related to the numerical range of the linear pencil
A − λB, that is,

W (A − λB) = {µ ∈ C : x∗(A − µB)x = 0, x ∈ C
n, x∗x = 1} .

It is known that W (A − λB) is a closed subset of the complex plane, but it is not
necessarily convex, and it is bounded if and only if 0 /∈ F (B) [14]. Moreover, if the
matrices A and B have a common isotropic vector, i.e., a nonzero vector y ∈ C

n such
that y∗Ay = y∗By = 0, then W (A − λB) = C. Thus, it is clear that in general,
the ranges W‖·‖2

(A; B) and W (A− λB) are different. On the other hand, it is worth
mentioning that for B = In, W‖·‖2

(A; In) = F (A) = W (A − λIn).

Proposition 21. Suppose A, B ∈ C
n×n (with ‖B‖2 ≥ 1) and µ0 ∈ W (A − λB). If

there is a unit (with respect to the spectral norm) vector x0 ∈ C
n such that x∗

0(A −
µ0B)x0 = 0 and |x∗

0Bx0| ≥ 1, then µ0 ∈ W‖·‖2
(A; B).

Proof. Let µ0 ∈ W (A − λB) and x0 ∈ C
n such that x∗

0(A − µ0B)x0 = 0, x∗
0x0 = 1

and |x∗
0Bx0| ≥ 1. Then for every λ ∈ C,

x∗
0(A − λB)x0 = − (λ − µ0) x∗

0Bx0,
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and hence,
‖A − λB‖ ≥ |λ − µ0| |x

∗
0Bx0| ≥ |µ0 − λ| .

As a consequence, µ0 ∈ W‖·‖2
(A; B).

Corollary 22. If the standard numerical range of B ∈ C
n×n, F (B), does not contain

interior points of the unit disc D(0, 1), then W (A − λB) ⊆ W‖·‖2
(A; B).
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Figure 6: The numerical ranges W‖·‖2
(A; B) (left) and W (A − λB) (right).

Note that for sufficiently small |x∗Bx| 6= 0 (x∗x = 1), the ratio (x∗Ax)/(x∗Bx)
lies in W (A − λB) but not in W‖·‖2

(A; B). For example, consider the matrices A =
[

1 2
3 4

]

and B =

[

i 1.5 0
0 0.3

]

. The unshaded region in the left part of Figure 6

and the shaded region in the right part of the figure are estimations of the numerical
ranges W‖·‖2

(A; B) and W (A − λB), respectively. It is obvious that W (A − λB) 6⊆
W‖·‖2

(A; B).
If ‖B‖2 = 1, then F (B) lies in D(0, 1) and Corollary 22 is not applicable. In this

case, we have the next inclusion result.

Proposition 23. For any A, B ∈ C
n×n such that B is nonsingular with spectral norm

‖B‖2 = 1, it holds that W‖·‖2
(A; B) ⊆ F (AB−1) ∩ F (B−1A).

Proof. Since B is nonsingular and ‖B‖2 = 1,

W‖·‖2
(A; B) =

{

µ ∈ C :
∥

∥(AB−1 − λIn)B
∥

∥

2
≥ |µ − λ|, ∀λ ∈ C

}

⊆
{

µ ∈ C :
∥

∥AB−1 − λIn

∥

∥

2
≥ |µ − λ|, ∀λ ∈ C

}

= F (AB−1).

Similarly, we verify that W‖·‖2
(A; B) ⊆ F (B−1A).
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