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Abstract

The shell of a matrix is a cubic curve that provides interesting spectral localization results. We study

its geometry in the case where the shell has a closed branch that surrounds a simple extremal eigenvalue

of the matrix. Several quantities which are related to the closed branch are introduced and studied as

measures of non-normality of that particular eigenvalue.
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1 Introduction and preliminaries

It is well known that the real part of each eigenvalue of a square complex matrix A is less than or equal

to the largest eigenvalue, say δ1(A), of the hermitian part of A. As a consequence, the spectrum of A lies

to the left of the vertical (straight) line {z ∈ C : Re(z) = δ1(A)}. Adam and Tsatsomeros [1], extending

a methodology of [8, 11], introduced a cubic curve that yields a better localization of the spectrum of A

than the above vertical line. The purpose of this paper is to study further this cubic curve in the case

where it is not connected and has a closed branch which surrounds one simple eigenvalue of A.

Let Cn and Cm×n denote the n-th dimensional complex vector space and the set of m× n complex

matrices, respectively. For a square matrix A ∈ Cn×n, let H(A) =
A+A∗

2
be the hermitian part of

A and K(A) =
A−A∗

2
be the skew-hermitian part of A. The eigenvalues of H(A) are denoted by

δ1(A) ≥ δ2(A) ≥ · · · ≥ δn(A), in non-increasing order, and y1 ∈ Cn is a unit eigenvector of H(A)

corresponding to δ1(A). The spectrum of A is denoted by σ(A), and an eigenvalue λ0 ∈ σ(A) is

called normal if its geometric multiplicity is equal to its algebraic multiplicity (i.e., λ0 is a semi-simple

eigenvalue) and its eigenspace is orthogonal to the eigenspaces of all the rest eigenvalues of A. Moreover,

an eigenvalue of A that lies on the boundary of the convex hull of the spectrum σ(A) is called an extremal

eigenvalue of A.
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The numerical range of a matrix A ∈ Cn×n is the compact and convex set [7]

F (A) = {x∗Ax ∈ C : x ∈ Cn with x∗x = 1} ⊂ C.

The region F (A) contains the eigenvalues of A, and for A normal, it reduces to their convex hull. An

eigenvalue on the boundary of the numerical range F (A) is a normal eigenvalue of A [7], and apparently,

it is an extremal eigenvalue of A. A scalar µ ∈ C on the boundary of the numerical range F (A) is called a

corner (also called a sharp point) of F (A) if there exist real numbers θ1, θ2, with 0 ≤ θ1 < θ2 < 2π, such

that Re
(
eiθµ

)
= max

{
Re(z) : z ∈ F

(
eiθA

)}
for all θ ∈ (θ1, θ2). Such corners of F (A) are eigenvalues

of A on the boundary of F (A) [7]. The numerical range has stirred the interest of many researchers

from the areas of matrix analysis and operator theory for about a century. A standard reference on the

topic is [7, Chapter 1].

Generalizing the spectral localization results found in [8, 11], Adam and Tsatsomeros in [1] introduced

the cubic curve

Γ(A) = {z = x+ i y : x, y ∈ R such that fA(x, y) = 0} ,

with

fA(x, y) =
[
(δ1(A)− x)

2
+ (u(A)− y)

2
]

(δ2(A)− x) + (δ1(A)− x)
(
ν(A)− u(A)2

)
,

where ν(A) = ‖K(A)y1‖
2
2 and u(A) = Im (y∗1Ay1); recall that y1 ∈ Cn is a unit eigenvector of H(A)

corresponding to δ1(A), and note that ‖·‖2 denotes the 2-norm and |u(A)| ≤ |y∗1K(A)y1| ≤
√
ν(A). The

cubic curve Γ(A) is called the shell of A, it lies in the vertical zone Z = {z ∈ C : δ2(A) ≤ Re(z) ≤ δ1(A)}
of the complex plane, it is symmetric with respect to the horizontal line

L = {s+ iu(A) : s ∈ R} ,

and it has the line Re(z) = δ2(A) as a vertical asymptote. The spectrum of A is contained in the

unbounded region defined by Γin(A) = {z = x+ i y : x, y ∈ R such that fA(x, y) ≥ 0} [1].

Crucial part of the study of the shell Γ(A) plays the sign of the quantity (discriminant)

D(A) = (δ1(A)− δ2(A))
2 − 4

(
ν(A)− u(A)2

)
.

Namely, we have the following three cases:

(a) If D(A) > 0, then Γ(A) is the union of two curves, a closed bounded curve that lies in the ver-

tical zone Z1 =

{
z ∈ C :

δ1(A) + δ2(A) +
√
D(A)

2
≤ Re(z) ≤ δ1(A)

}
and surrounds exactly one

simple eigenvalue of A [13], and an open unbounded curve which lies in the vertical zone Z2 ={
z ∈ C : δ2(A) ≤ Re(z) ≤

δ1(A) + δ2(A)−
√
D(A)

2

}
and has the remaining eigenvalues of A to its

left. The closed branch of Γ(A) intersects the horizontal line L at the points
δ1(A) + δ2(A) +

√
D(A)

2
+

iu(A) and δ1(A) + iu(A), and the open branch of Γ(A) intersects L at
δ1(A) + δ2(A)−

√
D(A)

2
+

iu(A). It is worth mentioning that if D(A) > 0, then the common point δ1(A) + iu(A) of the shell

and the boundary of the numerical range F (A) cannot belong to a flat portion of the boundary of

F (A) because otherwise, δ1(A) = δ2(A) [3], which is a contradiction.

(b) If D(A) = 0, then Γ(A) intersects L at two points,
δ1(A) + δ2(A)

2
+ iu(A) and δ1(A) + iu(A); in

particular, the first point is a node point of Γ(A).
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(c) If D(A) < 0, then Γ(A) is an unbounded open and simple curve, which has all the eigenvalues of

A to its left and intersects L at the point δ1(A) + iu(A).

Figure 1 is illustrative of the aforementioned cases.
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Figure 1: On the left, D(A) > 0, and Γ(A) consists of a closed branch which surrounds one simple eigenvalue and

an unbounded curve leaving all the rest eigenvalues to its left. In the middle, D(A) = 0, and Γ(A) creates a node.

Finally, on the right, D(A) < 0, and the shell is a simple open unbounded curve and all eigenvalues lie to its left.

All eigenvalues are marked with asterisks.

Remark 1.1. If δ1(A) > δ2(A) and ν(A) − u(A)2 = 0, then by the proof of Theorem 3.1 in [1] (see

also Proposition 3.15 below), δ1(A) + iu(A) is a normal (simple) eigenvalue of A. In this case, the

defining function of Γ(A) is written in the form fA(x, y) =
[
(δ1(A)− x)

2
+ (u(A)− y)

2
]

(δ2(A)− x),

and apparently, the shell Γ(A) coincides with the union of the vertical line Re(z) = δ2(A) and the point

δ1(A) + iu(A) (i.e., the closed branch of Γ(A) degenerates to the singleton {δ1(A) + iu(A)}).

Remark 1.2. If δ1(A) = δ2(A) (i.e., the greatest eigenvalue δ1(A) of H(A) is multiple), then the defining

function of Γ(A) becomes fA(x, y) =
[
(δ1(A)− x)

2
+ (u(A)− y)

2
+ ν(A)− u(A)2

]
(δ1(A)− x), and the

shell Γ(A) degenerates to the vertical line Re(z) = δ1(A) (= δ2(A)).

For reader’s convenience, we list below some known basic properties of the shell Γ(A) [13].

(P1) Γ(AT ) = Γ(A) and Γ(A∗) = Γ(A) = Γ(A); in particular, if A is real, then u(A) = 0 and Γ(A) is

symmetric with respect to the real axis.

(P2) For any unitary matrix U ∈ Cn×n, Γ(U∗AU) = Γ(A).

(P3) For any b ∈ C, Γ(A+ bIn) = Γ(A) + b, where In denotes the n× n identity matrix and adding a

scalar to a set means adding this scalar to all elements of the set.

(P4) For any r > 0, Γ(rA) = r Γ(A).

As originally observed in [13] (see also [2, 14]), drawing the shells of several rotations eiθA (θ ∈ [0, 2π])

of a square matrix A yields a (not necessarily connected) region that contains the spectrum of A and

is contained in F (A); i.e., the shells of the rotated matrices provide a better (tighter) spectral inclusion

than the standard numerical range. In this work, we consider the case where D(A) > 0, so that the

shell Γ(A) has a closed branch which surrounds a simple eigenvalue of A; this closed branch offers a

nice estimation of the eigenvalue it isolates. In Section 2, we discuss a defining formula and several

geometrical properties of the closed branch. In Section 3, we consider the set of extremal eigenvalues of
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a matrix A that are surrounded by closed branches of shells of some matrices eiθA, θ ∈ [0, 2π], and we

treat the size (in various meanings) of these closed branches as a measure of non-normality of the simple

extremal eigenvalues that they isolate. In particular, we introduce four such measures and establish

some relations among them. In Section 4, we give three examples to illustrate our results. Finally, a

technique for the computation of the area enclosed by the closed branch (when it exists) of the shell Γ(A)

is presented in the appendix at the end of the paper. All calculations were performed in MATLAB 9.10.

Throughout the text, we denote by Co{S} the convex hull of the set S, by ∂S the boundary of the

set S, by U(n) the set of n × n unitary matrices, and by M+ the Moore-Penrose pseudoinverse of a

matrix M ∈ Cm×n.

2 The closed branch of the shell

Consider a matrix A ∈ Cn×n such that D(A) = (δ1(A)− δ2(A))
2 − 4

(
ν(A)− u(A)2

)
> 0, and the

horizontal diameter of the closed branch of the shell Γ(A)

dh(A) =
δ1(A)− δ2(A)−

√
D(A)

2
=
δ1(A)− δ2(A)−

√
(δ1(A)− δ2(A))

2 − 4 (ν(A)− u(A)2)

2
. (1)

In this section, for the sake of brevity, we denote

δi = δi(A) (i = 1, 2, . . . , n), D = D(A), and dh = dh(A).

Proposition 2.1. The closed branch of the shell Γ(A) is given by {x(t) + i y(t) : t ∈ [0, 1]}, with

x(t) =
(1 + t)δ1 + (1− t)δ2 + (1− t)

√
D

2
=
δ1 + δ2 +

√
D

2
+ t dh

and

y(t) = u(A)± dh

√
t(1− t)

[
1− dh

(1 + t)dh +
√
D

]
.

Proof. For any x ∈ Z1 ∩ R, we need to find a y ∈ R such that x+ i y ∈ Γ(A). Let t ∈ [0, 1], and define

x(t) = (1− t) δ1 + δ2 +
√
D

2
+ t δ1 =

(1 + t)δ1 + (1− t)δ2 + (1− t)
√
D

2
.

Substituting x = x(t) in the defining equation of the shell, we have

(δ2 − x(t))
[
(δ1 − x(t))

2
+ (u(A)− y)

2
]

+ (δ1 − x(t))
(
ν(A)− u(A)2

)
= 0,

or

(δ2 − x(t)) (u(A)− y)
2

= (x(t)− δ1)
[
(δ2 − x(t)) (δ1 − x(t)) + ν(A)− u(A)2

]
,

or

(δ2 − x(t)) (u(A)− y)
2

= (x(t)− δ1)
[
x(t)2 − (δ1 + δ2)x(t) + δ1δ2 + ν(A)− u(A)2

]
,

or

(δ2 − x(t)) (u(A)− y)
2

= (x(t)− δ1)

(
x(t)− δ1 + δ2 +

√
D

2

)(
x(t)− δ1 + δ2 −

√
D

2

)
. (2)

Using the definition of dh = dh(A) in (1), we simplify each factor of (2) separately:
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• x(t) − δ2 =
(1 + t)δ1 + (1− t)δ2 + (1− t)

√
D

2
− δ2 =

(1 + t)δ1 − (1 + t)δ2 + (1− t)
√
D

2
= (1 +

t)dh +
√
D,

• x(t)− δ1 =
(1 + t)δ1 + (1− t)δ2 + (1− t)

√
D

2
− δ1 = (t− 1)

δ1 − δ2 −
√
D

2
= (t− 1)dh,

• x(t)− δ1 + δ2 +
√
D

2
=

(1 + t)δ1 + (1− t)δ2 + (1− t)
√
D

2
− δ1 + δ2 +

√
D

2
= t dh,

• x(t)− δ1 + δ2 −
√
D

2
=

(1 + t)δ1 + (1− t)δ2 + (1− t)
√
D

2
− δ1 + δ2 −

√
D

2
= t dh +

√
D.

Substituting these expressions in equality (2) yields

−
(

(1 + t)dh +
√
D
)

(y − u(A))
2

= t(t− 1)
(
t dh +

√
D
)
d2
h,

or

(y − u(A))
2

= t(1− t) t dh +
√
D

(1 + t)dh +
√
D
d2
h,

or

(y − u(A))
2

= t(1− t)
[
1− dh

(1 + t)dh +
√
D

]
d2
h,

or

y = u(A)± dh

√
t(1− t)

[
1− dh

(1 + t)dh +
√
D

]
,

completing the proof.

Corollary 2.2. The closed branch of the shell Γ(A) is a convex curve, i.e., it is the boundary of a convex

region. Moreover, it cannot be reduced to a line segment unless it is the singleton {δ1 + iu(A)}.

Proof. The closed branch of the shell is the union of two curves which are symmetric with respect to

the horizontal line L = {s+ iu(A) : s ∈ R}. The equations of these two curves are

y(t) = u(A)± dh

√
t(1− t)

[
1− dh

(1 + t)dh +
√
D

]
, t ∈ [0, 1],

and the convexity of the closed branch of the shell follows from the fact that

g(t) = dh

√
t(1− t)

[
1− dh

(1 + t)dh +
√
D

]
is a concave function and −g(t) is a convex function.

For the second part, we assume that the closed branch is a line segment. Then, due to its symmetry

with respect to the horizontal line L = {s + iu(A) : s ∈ R}, this can only happen when dh = 0, or

y(t) = u(A) for all t ∈ [0, 1]. If dh 6= 0, then

|y(t)− u(A)|
dh

=

√
t(1− t)

[
1− dh

(1 + t)dh +
√
D

]
= 0 for all t ∈ [0, 1]. (3)

It is straightforward to verify that (3) holds if and only if t dh +
√
D = 0 for all t ∈ (0, 1). This is a

contradiction, and hence, dh = 0 and the closed branch is reduced to the singleton {δ1 + iu(A)}.
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Corollary 2.3. Let z1 and z2 be any two points on the closed branch of the shell Γ(A). Then |z1 − z2| ≤
dh.

Proof. Consider the midpoint p of the (horizontal) axis of symmetry of the closed branch of the shell,

that is, p =
3δ1 + δ2 +

√
D

4
+ iu(A). Let also z = x(t) + i y(t) (t ∈ [0, 1]) be any point on the closed

branch of the shell. Then, we have

|p− z|2 =

(
3δ1 + δ2 +

√
D

4
− δ1 + δ2 +

√
D

2
− t dh

)2

+ (y(t)− u(A))
2

=

(
δ1 − δ2 −

√
D

4
− t dh

)2

+ d2
ht(1− t)

(
1− dh

(1 + t)dh +
√
D

)

≤ d2
h

(
1

2
− t
)2

+ d2
ht(1− t)

=
d2
h

4
.

The last inequality implies that |p − z| ≤ dh
2

. A simple application of the triangle inequality reveals

that for any two boundary points z1 and z2 of the closed branch of the shell Γ(A), it holds that

|z1 − z2| ≤ |z1 − p|+ |z2 − p| ≤ dh.

Corollary 2.4. The area enclosed by the closed branch of the shell Γ(A) is smaller than or equal to the

quantity

d2
h

√
2

3

(
1− ln

(
1 +

dh

dh +
√
D

))
Proof. In view of Proposition 2.1, and with the use of the Cauchy-Schwarz inequality, we can verify

that the area enclosed by the closed branch of Γ(A) is

2

∫ δ1

δ1+δ2+
√
D

2

|y(x(t))− u(A)| dx = 2 dh

∫ 1

0

|y(t)− u(A)| dt

= 2 dh

∫ 1

0

dh

√
t(1− t)

[
1− dh

(1 + t)dh +
√
D

]
dt (4)

≤ 2 d2
h

√∫ 1

0

t(1− t)dt

√∫ 1

0

[
1− dh

(t+ 1)dh +
√
D

]
dt

= 2 d2
h

√
1

6

√
1−

(
ln
(

2dh +
√
D
)
− ln

(
dh +

√
D
))

= d2
h

√
2

3

(
1− ln

(
1 +

dh

dh +
√
D

))
. 2

Numerical experiments (see Example 4.3 below) show that the closed branch of the shell of matrix

A does not lie necessarily (entirely) in the numerical range F (A). A way to further explore this is to

compare the radii of curvatures of F (A) and the closed branch of Γ(A) at their common right-most point

δ1 + iu(A).
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Proposition 2.5. For any (general) matrix A ∈ Cn×n, the radius of curvature of the shell Γ(A) at its

right-most point δ1 + iu(A) is

RΓ(A) (δ1 + iu(A)) =
ν(A)− u(A)2

2 (δ1 − δ2)
. (5)

Moreover, D = (δ1 − δ2)
2−4

(
ν(A)− u(A)2

)
≥ 0 if and only if RΓ(A) (δ1 + iu(A)) ≤ δ1 − δ2

8
, where the

latter upper bound of RΓ(A) (δ1 + iu(A)) is attained if and only if D = 0.

Proof. The curvature of the shell Γ(A) (which is defined implicitly by f = fA(x, y) = 0) at a point

x+ i y (x, y ∈ R) is given by [6]

1

RΓ(A)(x+ i y)
=

∣∣∣∣∣
(
∂f

∂y

)2
∂2f

∂x2
− 2

∂f

∂x

∂f

∂y

∂2f

∂x∂y
+

(
∂f

∂x

)2
∂2f

∂y2

∣∣∣∣∣√(
∂f

∂x

)2

+

(
∂f

∂y

)2
3 .

It is a matter of straightforward computations to verify the following:

• ∂f

∂x
= −3x2 + 2x (2δ1 + δ2)− (u(A)− y)2 −

(
δ2
1 + 2δ1δ2 + ν(A)− u(A)2

)
,

• ∂2f

∂x2
= −6x+ 2 (2δ1 + δ2),

• ∂f

∂y
= 2(y − u(A)) (δ2 − x),

• ∂2f

∂x∂y
=

∂2f

∂y∂x
= −2(y − u(A)),

• ∂2f

∂y2
= −2 (x− δ2).

As a consequence, the curvature of the shell at the point δ1 + iu(A) is

1

RΓ(A) (δ1 + iu(A))
=

2 (δ1 − δ2)

ν(A)− u(A)2
,

and the first part of the proposition is obtained.

For the second part of the proposition, it is clear that D ≥ 0 if and only if

(δ1 − δ2)
2 − 4

(
ν(A)− u(A)2

)
≥ 0,

or equivalently, if and only if
ν(A)− u(A)2

δ1 − δ2
≤ δ1 − δ2

4
. (6)

Recalling (5), the inequality (6) holds if and only if

RΓ(A)(δ1 + iu(A)) ≤ δ1 − δ2
8

. 2
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At this point, we need to recall Theorem 1.1 of [5] (see also Theorem 3.3 of [4]), which states that if

A = H1 + iH2, where H1 and H2 are hermitian matrices (i.e., H1 = H(A) and H2 = (−i)K(A)), then

the radius of curvature at a boundary point µ = x∗Ax (x ∈ Cn, x∗x = 1) of the numerical F (A) which

has a supporting line with equation ax+ by + c = 0, is given by

RF (A)(µ) = − 2√
a2 + b2

x∗Q
(
Ã+ cIn

)+

Qx, (7)

where Ã = aH1 + bH2 and Q = bH1 − aH2.

Proposition 2.6. Let A ∈ Cn×n with D > 0. Then the following hold:

(i)
4(δ1 − δ2)

δ1 − δn
≤ RF (δ1 + iu(A))

RΓ(A)(δ1 + iu(A))
≤ 4.

(ii) 2RΓ(A)(δ1 + iu(A)) ≤ dh ≤ 4RΓ(A)(δ1 + iu(A)).

Proof. (i) Let A = H(A)+K(A) = H(A)+i (−i)K(A), in terms of the hermitian and the skew-hermitian

parts of A, and consider a unitary matrix U ∈ U(n) such that U∗H(A)U = diag {δ1, δ2, . . . , δn}. Then,

it follows

U∗AU = diag {δ1, δ2, . . . , δn}+

[
iu(A) z∗

−z K1

]
,

where z ∈ Cn−1 and K1 is an (n − 1) × (n − 1) skew-hermitian matrix. Using this decomposition, we

will find upper and lower bounds for RF (A)(δ1 + iu(A)). The supporting line of the numerical range at

the point δ1 + iu(A) is Re(z) = δ1. A unit eigenvector y1 of H(A) corresponding to δ1, which can be

considered as the first column of U , is such that y∗1Ay1 = δ1 +iu(A). Also, note that z∗z = ν(A)−u(A)2

(see the proof of Theorem 3.1 in [1]).

By (7), we have

RF (A)(δ1 + iu(A)) = −2 y∗1(iK(A)) (H(A)− δ1In)
+

(iK(A))y1

= 2 y∗1K(A) (H(A)− δ1In)
+
K(A)y1

= 2 y∗1K(A) (Udiag {δ1, δ2, . . . , δn}U∗ − δ1UU∗)+
K(A)y1

= 2 y∗1UU
∗K(A)U (diag {δ1, δ2, . . . , δn} − δ1In)

+
U∗K(A)UU∗y1

= 2 (U∗y1)∗
[

iu(A) z∗

−z K1

]
(diag {δ1, δ2, . . . , δn} − δ1In)

+

[
iu(A) z∗

−z K1

]
(U∗y1)

= 2 eT1

[
iu(A) z∗

−z K1

]
diag

{
0, (δ2 − δ1)

−1
, . . . , (δn − δ1)

−1
}[ iu(A) z∗

−z K1

]
e1

= −2 z∗diag
{

(δ2 − δ1)
−1
, (δ3 − δ1)

−1
, . . . , (δn − δ1)

−1
}

z,

where e1 denotes the first vector of the standard basis. Since

2 z∗z

δ1 − δn
≤ −2 z∗diag

{
(δ2 − δ1)

−1
, (δ3 − δ1)

−1
, . . . , (δn − δ1)

−1
}

z ≤ 2 z∗z

δ1 − δ2
and z∗z = ν(A)− u(A)2, and keeping in mind (5), we obtain

2
ν(A)− u(A)2

δ1 − δn
ν(A)− u(A)2

2(δ1 − δ2)

≤ RF (δ1 + iu(A))

RΓ(A)(δ1 + iu(A))
≤

2
ν(A)− u(A)2

δ1 − δ2
ν(A)− u(A)2

2(δ1 − δ2)

,
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and the result follows.

(ii) By the definition of dh = dh(A) in (1), it is apparent that

(δ1 − δ2)2 − 4(ν(A)− u(A)2) = (2dh − (δ1 − δ2))2. (8)

Recalling (5), equality (8) is equivalent to

4RΓ(A)(δ1 + iu(A)) =
(δ1 − δ2)2

2(δ1 − δ2)
− (2dh − (δ1 − δ2))2

2(δ1 − δ2)

=
dh

δ1 − δ2
(2(δ1 − δ2)− 2dh)

=
dh

δ1 − δ2

(
δ1 − δ2 +

√
D
)
.

The last equality yields

dh
δ1 − δ2

=
4RΓ(A)(δ1 + iu(A))

δ1 − δ2 +
√
D

≤
4RΓ(A)(δ1 + iu(A))

δ1 − δ2
,

and hence, dh ≤ 4RΓ(A)(δ1 + iu(A)). Moreover, since
√
D ≤ δ1 − δ2, it follows that

dh
δ1 − δ2

=
4RΓ(A)(δ1 + iu(A))

δ1 − δ2 +
√
D

≥
4RΓ(A)(δ1 + iu(A))

2(δ1 − δ2)
,

which completes the proof.

3 Shell-extremal eigenvalues and normality

Definition 3.1. Let A ∈ Cn×n, and let λ0 ∈ σ(A) ∩ ∂Co {σ(A)} (i.e., λ0 is an extremal eigenvalue of

A). If for some θ0 ∈ [0, 2π], it holds that D
(
eiθ0A

)
> 0 and eiθ0λ0 is surrounded by the closed branch

of Γ
(
eiθ0A

)
, then λ0 is called a shell-extremal eigenvalue of A.

Another way to interpret Definition 3.1 is that λ0 is the (unique) simple eigenvalue of A surrounded

by the closed branch of the rotated curve e−iθ0Γ
(
eiθ0A

)
for some θ0 ∈ [0, 2π]. In this case, it also follows

that eiθ0λ0 is such that Re
(
eiθ0λ0

)
= max

{
Re(λ(θ0)) : λ(θ0) ∈ σ

(
eiθ0A

)}
, and λ0 is a vertex of the

polygon ∂Co {σ(A)}.
For any eigenvalue λ0 of a (general) matrix A ∈ Cn×n, we define the set

A(λ0) =
{
θ ∈ [0, 2π] : D

(
eiθA

)
> 0 and eiθλ0 is surrounded by the closed branch of Γ

(
eiθA

)}
.

It is clear that if λ0 is a shell-extremal eigenvalue, then A(λ0) 6= ∅ and for every θ ∈ A(λ0), eiθλ0 is the

(unique) simple eigenvalue of matrix eiθA that lies inside the closed branch of the shell Γ
(
eiθ0A

)
. If λ0

is not a shell-extremal eigenvalue, then A(λ0) = ∅.

Remark 3.2. Let A ∈ Cn×n with D(A) > 0, and let λ0 be the simple eigenvalue of A surrounded by

the closed branch of the shell Γ(A). Then, by the continuity of ν(eiθA) and u(eiθA) in θ ∈ [0, 2π], there

exist a θ1 ∈ [0, π) and a θ2 ∈ (π, 2π] such that for every θ ∈ [0, θ1) ∪ (θ2, 2π], D
(
eiθA

)
> 0 and eiθλ0 is

the simple eigenvalue of eiθA that lies inside the closed branch of Γ
(
eiθA

)
, i.e., [0, θ1)∪ (θ2, 2π] ⊆ A(λ0).
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Remark 3.3. Let A ∈ Cn×n, and let λ0 be an eigenvalue of A. If λ0 is not a vertex of the polygon

∂Co {σ(A)} or λ0 is a vertex of ∂Co {σ(A)} and its algebraic multiplicity is greater than 1 (i.e., it is a

multiple extremal eigenvalue of A), then it is apparent that A(λ0) = ∅ and λ0 cannot be a shell-extremal

eigenvalue of A. If λ0 is a simple eigenvalue of A which is a vertex of the polygon ∂Co {σ(A)}, then

there exist some φ ∈ [0, 2π] such that eiφλ0 has real part less than or equal to the real part of some

other eigenvalue of eiφA, and consequently, φ /∈ A(λ0).

Remark 3.4. Let A ∈ Cn×n, and let λ1 and λ2 be two distinct (simple) shell-extremal eigenvalues of

A. Then A(λ1) ∩ A(λ2) = ∅. If not, and θ0 ∈ A(λ1) ∩ A(λ2), then there are two eigenvalues of eiθ0A,

namely, eiθ0λ1 and eiθ0λ2, in the vertical complex zone defined by
δ1(eiθ0A) + δ2(eiθ0A) +

√
D(eiθ0A)

2
and δ1(eiθ0A), which contradicts [1, 13].

Proposition 3.5. Let A be an n× n real matrix. Then the following hold:

(i) The function D(eiθA), θ ∈ [0, 2π], is “symmetric” with respect to 0, in the sense that D
(
eiθA

)
=

D
(
ei(2π−θ)A

)
for every θ ∈ [0, 2π].

(ii) The function D(eiθA), θ ∈ [0, 2π], is symmetric with respect to π.

Proof. (i) We want to prove that for every θ ∈ [0, 2π], the quantities (discriminants)

D
(
eiθA

)
=
(
δ1(eiθA)− δ2(eiθA)

)2 − 4
(
ν(eiθA)− u(eiθA)2

)
and

D
(
ei(2π−θ)A

)
=
(
δ1(ei(2π−θ)A)− δ2(ei(2π−θ)A)

)2

− 4
(
ν(ei(2π−θ)A)− u(ei(2π−θ)A)2

)
are equal. By the symmetry of the numerical range

F (A) = {x∗Ax ∈ C : x ∈ Cn with x∗x = 1}
=

⋂
θ∈[0,2π]

{
e−iθ(x+ i y) : x, y ∈ R with x ≤ δ1(eiθA)

}
with respect to the real axis [7], it follows that for every θ ∈ [0, 2π], the right-most point of F (eiθA) and

the right-most point of F (ei(2π−θ)A) have the same real part, which means that δ1(eiθA) = δ1(ei(2π−θ)A).

Similarly, by the symmetry of the rank-2 numerical range

Λ2(A) =
{
z ∈ C : X∗AX = zI2 for some X ∈ Cn×2 such that X∗X = I2

}
=

⋂
θ∈[0,2π]

{
e−iθ(x+ i y) : x, y ∈ R with x ≤ δ2(eiθA)

}
with respect to the real axis [10], it follows that for every θ ∈ [0, 2π], the right-most point of Λ2(eiθA) and

the right-most point of Λ2(ei(2π−θ)A) have the same real part, which means that δ2(eiθA) = δ2(ei(2π−θ)A).

Moreover, since A is real, one can verify that for any θ ∈ [0, 2π], yθ is a unit eigenvector of H
(
eiθA

)
corresponding to δ1

(
eiθA

)
if and only if (its conjugate) yθ is a unit eigenvector of H

(
ei(2π−θ)A

)
corre-

sponding to δ1
(
ei(2π−θ)A

)
. As a consequence,

ν(eiθA)− u(eiθA)2 =
∥∥K(eiθA)yθ

∥∥2

2
− Im

(
y∗θ(e

iθA)yθ
)2

=
∥∥∥K(eiθA)yθ

∥∥∥2

2
− Im

(
y∗θ(e

iθA)yθ

)2

=
∥∥∥K(ei(2π−θ)A)yθ

∥∥∥2

2
− Im

(
y∗θ(e

i(2π−θ)A)yθ

)2

= ν(ei(2π−θ)A)− u(ei(2π−θ)A)2,
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and the “symmetry” of the function D(eiθA) (θ ∈ [0, 2π]) with respect to 0, is obtained.

(ii) Applying part (i) to the real matrix −A = eiπA, the symmetry of D(eiθA) (θ ∈ [0, 2π]) with

respect to π follows readily.

Proposition 3.6. Let A be an n× n real matrix with D(A) > 0, and let λ0 be the simple eigenvalue of

A surrounded by the closed branch of the shell Γ(A). Then the set A(λ0) is “symmetric” with respect to

0, in the sense that θ ∈ A(λ0) if and only if 2π − θ ∈ A(λ0), and it is a subset of
[
0,
π

2

)
∪
(

3π

2
, 2π

]
.

Proof. The first part of the proposition follows directly from Proposition 3.5 (i).

For the second part of the proposition, by the symmetry of the spectrum σ(A) with respect to the

real axis, it is apparent that for every φ ∈
[
π

2
,

3π

2

]
, eiφλ0 has real part less than or equal to the real

part of some other eigenvalue of matrix eiφA, and thus, φ /∈ A(λ0).

Corollary 3.7. If A is an n × n real matrix with D(−A) > 0, and λ0 is the simple eigenvalue of A

surrounded by the closed branch of −Γ(−A), then A(λ0) is symmetric with respect to π, and it is a

subset of

(
π

2
,

3π

2

)
.

Remark 3.8. In this work, we are mainly interested in matrices which have shell-extremal eigenvalues,

because these (simple and extremal) eigenvalues appear to have relatively low non-normality. On the

other hand, it is worth mentioning that not all (square) matrices need to have shell-extremal eigenvalues.

For instance, it is clear that a matrix with all its extremal eigenvalues multiple cannot have shell-extremal

eigenvalues. Moreover, a matrix may not have shell-extremal eigenvalues when its non-normality is

relatively high and/or every simple extremal eigenvalue of it is close enough to some other eigenvalue of

the same matrix. For example, the upper triangular matrices

A =


−2 6 −5 4

0 −3 8 −7

0 0 4 9

0 0 0 4

 , B =


5 −7 9 6 −8

0 −1 −6 8 −8

0 0 −6 7 −9

0 0 0 −7 5

0 0 0 0 6

 and C =


5 1 4 i i

0 6 2 5 i 4

0 0 i 4 3 i 4

0 0 0 7 −i 6

0 0 0 0 i 5


do not have shell-extremal eigenvalues. This is confirmed by Figure 2, where the functions D(eiθA),

D(eiθB) and D(eiθC) are evaluated for θ ∈ [0, 2π]; the “symmetry” with respect to 0 and the symmetry

with respect to π of Proposition 3.5 are apparently confirmed for the real matrices A and B.

Figure 2: The functions D(eiθA) (left), D(eiθB) (middle), and D(eiθC) (right) take negative values for all θ ∈ [0, 2π].
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The next lemma is a direct implication of Schur’s triangularization.

Lemma 3.9. Let A ∈ Cn×n, and let λ0 be an eigenvalue of A. Then λ0 is a normal eigenvalue of A of

multiplicity k if and only if there is a unitary matrix U ∈ U(n) such that A = UTU∗, where the matrix

T is of the form T = λ0Ik ⊕ T1 with T1 ∈ C(n−k)×(n−k) a triangular matrix that does not have λ0 as an

eigenvalue.

The following theorem is crucial for our analysis. In particular, motivated by Remark 1.1, we prove

that normal shell-extremal eigenvalues appear as isolated points of shells; that is, the closed branch of

any shell that surrounds a normal eigenvalue is reduced to a singleton.

Theorem 3.10. Let A ∈ Cn×n, and let λ0 be a shell-extremal eigenvalue of A. Then λ0 is a normal

eigenvalue of A if and only if eiθλ0 is an isolated point of the curve Γ(eiθA) for every θ ∈ A(λ0). When

this is the case, λ0 is a corner of F (A).

Proof. Since λ0 is a (simple) shell-extremal eigenvalue of A, it is obvious that A(λ0) 6= ∅. For any

θ ∈ A(λ0), we have that D
(
eiθA

)
> 0, and eiθλ0 is an isolated point of the curve Γ(eiθA) if and only if

dh
(
eiθA

)
=
δ1(eiθA)− δ2(eiθA)−

√
D (eiθA)

2
= 0

(see the proof of Corollary 2.2), or equivalently, if and only if

δ1(eiθA)− δ2(eiθA) =

√
(δ1(eiθA)− δ2(eiθA))

2 − 4 (ν(eiθA)− u(eiθA)2),

or equivalently, if and only if

ν(eiθA)− u(eiθA)2 = 0. (9)

By Remark 1.1 and the proof of Theorem 3.1 in [1] (see also Proposition 3.15 below), equality (9) holds

if and only if eiθλ0 is a normal eigenvalue of eiθA. Hence, eiθλ0 is an isolated point of the curve Γ(eiθA)

if and only if λ0 is a normal eigenvalue of A.

Suppose now that λ0 is a normal shell-extremal eigenvalue of A. By the first part of the theorem

and Remark 3.2, there exist θ1, θ2 ∈ [0, 2π], with θ1 < θ2, such that for every θ ∈ (θ1, θ2), D
(
eiθA

)
> 0

and eiθλ0 is an isolated point of Γ
(
eiθA

)
. This means that for every θ ∈ (θ1, θ2), eiθλ0 is the right-most

point of Γ
(
eiθA

)
and the right-most point of F

(
eiθA

)
. As a consequence, λ0 is a corner of F (A).

Corollary 3.11. Let A ∈ Cn×n, and let λ0 be a simple eigenvalue of A. Then the following are

equivalent:

(a) For some θ ∈ [0, 2π], eiθλ0 is an isolated point of Γ(eiθA).

(b) For every θ ∈ A(λ0) 6= ∅, eiθλ0 is an isolated point of Γ(eiθA).

(c) λ0 is a normal shell-extremal eigenvalue of A.

(d) λ0 is a corner of F (A).

Proof. By Theorem 3.10 and its proof, the statements (a), (b) and (c) are equivalent and yield (d).

Suppose now that λ0 is a corner of F (A). Then, by [7], λ0 is a normal eigenvalue of A and there

is a unitary matrix U ∈ U(n) such that A = UTU∗, where the matrix T is of the form T = [λ0] ⊕ T1

with T1 ∈ C(n−1)×(n−1) a triangular matrix that does not have λ0 as an eigenvalue (see Lemma 3.9).

12



Moreover, without loss of generality, we may assume that λ0 is the right-most point of F (A) and Γ(A)

(otherwise, we can work with an appropriate rotation of A). Since λ0 is a simple normal eigenvalue

of A, δ1(A) = Re (λ0) is a simple eigenvalue of H(A) [9, Lemma 1], and thus, δ1(A) > δ2(A) and

D(A) = (δ1(A)− δ2(A))2 > 0. As a consequence, the shell Γ(A) has a closed branch that is reduced to

the singleton {λ0}, and λ0 is a normal shell-extremal eigenvalue of A.

Let A ∈ Cn×n, and let λ0 be a (simple) shell-extremal eigenvalue of A. Let also x0 ∈ Cn be a unit

eigenvector of A corresponding to λ0, recall that y1 ∈ Cn is a unit eigenvector of H(A) corresponding

to δ1(A), and denote by y1

(
eiθA

)
a unit eigenvector of H

(
eiθA

)
corresponding to δ1

(
eiθA

)
for any

θ ∈ [0, 2π] (clearly, y1 = y1(A)). Moreover, recall that the (real nonnegative) cosine and sine of the

angle between two nonzero vectors x,y ∈ Cn are defined by

cos (x̂,y) =
|y∗x|
‖x‖2‖y‖2

and sin (x̂,y) =

√
1− cos (x̂,y)

2
.

Definition 3.12. For a shell-extremal eigenvalue λ0 of a (square) matrix A, the following quantities

can be considered as measures of non-normality:

• The infimum of the horizontal diameters

ηA,1(λ0) = inf

{
dh
(
eiθA

)
=
δ1
(
eiθA

)
− δ2

(
eiθA

)
−
√
D (eiθA)

2
: θ ∈ A(λ0)

}
;

this is a direct implication of Theorem 3.10 and Corollaries 2.2 and 2.3.

• The infimum

ηA,2(λ0) = inf
{
ν
(
eiθA

)
− u

(
eiθA

)2
: θ ∈ A(λ0)

}
;

this quantity is equal to zero if and only if span{x0} coincides with the one-dimensional eigenspace

of H
(
eiθA

)
corresponding to δ1

(
eiθA

)
for some θ ∈ A(λ0), or equivalently, if and only if the

shell-extremal eigenvalue λ0 is a normal eigenvalue of A on the boundary of the numerical range

F (A) (see also Remark 1.1 and the proof of Theorem 3.10).

• The infimum of the sines

ηA,3(λ0) = inf
{

sin
(

̂x0,y1 (eiθA)
)

: θ ∈ A(λ0)
}

;

as both λ0 and δ1
(
eiθA

)
(θ ∈ A(λ0)) are simple, this quantity is equal to zero if and only if

x0 ∈ span
{
y1

(
eiθA

)}
(which means that y1

(
eiθA

)
is an eigenvector of both H

(
eiθA

)
and A), or

equivalently, if and only if the shell-extremal eigenvalue λ0 is a normal eigenvalue of A [9, Lemma

1].

• The infimum of the radii of curvature

ηA,4(λ0) = inf
{
RΓ(eiθA)(δ1(eiθA) + iu(eiθA)) : θ ∈ A(λ0)

}
;

this is a direct implication of Theorem 3.10.

The next result will help us to obtain a connection between the measures ηA,1(λ0), ηA,2(λ0) and

ηA,3(λ0).
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Proposition 3.13. Let A ∈ Cn×n with D(A) > 0, and let x0 ∈ Cn be a unit eigenvector of A corre-

sponding to the eigenvalue of A that is surrounded by the closed branch of Γ(A). Then, it holds that

sin
(
x̂0,y1

)
≤

√
dh(A)

δ1(A)− δ2(A)
=

√√√√1

2

(
1−

√
1− 8

RΓ(A) (δ1(A) + iu(A))

δ1(A)− δ2(A)

)
.

Proof. Theorem 5.1 of [14] states that cos
(
x̂0,y1

)
≥

√
1

2
+

√
D(A)

2 (δ1(A)− δ2(A))
. As a consequence,

sin
(
x̂0,y1

)2
= 1− cos

(
x̂0,y1

)2 ≤ 1

2
−

√
D(A)

2 (δ1(A)− δ2(A))
=
δ1(A)− δ2(A)−

√
D(A)

2 (δ1(A)− δ2(A))
. (10)

Recalling the definition of dh(A) in (1), the inequality in (10) holds if and only if

sin
(
x̂0,y1

)
≤

√
dh(A)

δ1(A)− δ2(A)
.

Observing also that (5) yields

dh(A) =
δ1(A)− δ2(A)−

√
(δ1(A)− δ2(A))2 − 4(ν(A)− u(A)2)

2

=
δ1(A)− δ2(A)

2

(
1−

√
1− 8

RΓ(A)(δ1(A) + iu(A))

δ1(A)− δ2(A)

)
,

the result follows.

Corollary 3.14. Let A ∈ Cn×n, and let λ0 be a shell-extremal eigenvalue of A. Then the following

hold:

(i) 2 ηA,4(λ0) ≤ ηA,1(λ0) ≤ 4 ηA,4(λ0).

(ii) If λ0 is not a normal eigenvalue of A, then

ηA,1(λ0) ≥ 2
√
ηA,2(λ0) ηA,3(λ0)2.

Proof. (i) The double inequality 2 ηA,4(λ0) ≤ ηA,1(λ0) ≤ 4 ηA,4(λ0) is derived immediately from Propo-

sition 2.6 (ii).

(ii) Since λ0 is a shell-extremal eigenvalue of matrix A, A(λ0) 6= ∅ and δ1(eiθA) > δ2(eiθA) for every

θ ∈ A(λ0). If, in addition, λ0 is not a normal eigenvalue of A, then for every θ ∈ A(λ0),

δ1(eiθA)− δ2(eiθA) > 2
√
ν(eiθA)− u(eiθA)2 ≥ 2

√
ηA,2(λ0) > 0.

As a consequence, Proposition 3.13 implies that for every θ ∈ A(λ0),

ηA,3(λ0) ≤ sin
(

̂x0,y1 (eiθA)
)
≤

√
dh(eiθA)

δ1(eiθA)− δ2(eiθA)
<

√
dh(eiθA)

2
√
ηA,2(λ0)

,

and hence,

ηA,1(λ0) ≥ 2
√
ηA,2(λ0) ηA,3(λ0)2. 2
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As in the proof of Proposition 2.6, consider an n×n unitary matrix U =
[

y1 y2 · · · yn
]
, with

(orthonormal) columns y1,y2, . . . ,yn, such that H(A) = Udiag {δ1(A), δ2(A), . . . , δn(A)}U∗. Then

A = U

[
δ1(A) + iu(A) z∗

−z diag {δ2(A), . . . , δn(A)}+K1

]
U∗, (11)

where z ∈ Cn−1, with ‖z‖2 =
√
ν(A)− u(A)2, and K1 is an (n − 1) × (n − 1) skew-hermitian matrix

(see also the proof of Theorem 3.1 in [1]). The equality (11) yields the definition of ηA,2(λ0) and can be

refined in the following form.

Proposition 3.15. For any A ∈ Cn×n, there exists a unitary matrix W ∈ U(n) such that

A = W


δ1(A) + iu(A) −

√
ν(A)− u(A)2 0 · · · 0√

ν(A)− u(A)2

0
...

0

A1

W ∗,

where A1 is an (n− 1)× (n− 1) matrix.

Proof. Consider the matrix Â = A− (δ1(A) + iu(A)) In, and observe that δ1(Â) = 0, u(Â) = 0, and we

can choose a common unit eigenvector y1 = y1(A) = y1(Â) of the hermitian matrices H(A) and H(Â),

corresponding to δ1(A) and δ1(Â) = 0, respectively. As a consequence,

ν(Â) = ‖K(Â)y1‖22 = y∗1K(Â)∗K(Â)y1 = −y∗1K(Â)2y1

= −y∗1 (K(A)− iu(A)In)
2
y1 = −y∗1

(
K(A)2 − 2 iu(A)K(A)− u(A)2In

)
y1

= −y∗1K(A)2y1 − 2u(A)2 + u(A)2 = y∗1K(A)∗K(A)y1 − u(A)2 = ν(A)− u(A)2.

Moreover, we can see that

‖Ây1‖22 = y∗1Â
∗Ây1 = y∗1(H(Â) +K(Â))∗(H(Â) +K(Â))y1

= y∗1(H(Â)2 +H(Â)K(Â) +K(Â)∗H(Â) +K(Â)∗K(Â))y1

= y∗1K(Â)∗K(Â)y1 = ν(Â) = ν(A)− u(A)2,

i.e., ‖Ây1‖2 =
√
ν(A)− u(A)2.

If Ây1 = 0, then it is obvious that ν(A)− u2(A) = 0, and thus, (11) holds with z = 0.

If Ây1 6= 0, then consider the unit vector w1 =
Ây1

‖Ây1‖2
and observe that y∗1w1 =

y∗1Ây1

‖Ây1‖2
= 0.

Furthermore, extend the pair {y1,w1} to an orthonormal basis {y1,w1,w2, . . . ,wn−1}, consider the

unitary matrixW =
[

y1 w1 w2 · · · wn−1

]
, and define the matrix B = [bi,j ] = W ∗ÂW . Keeping

in mind that

H(Â)y1 = 0, y∗1H(Â) = 0T , y∗1K(Â)y1 = 0 and ‖Ây1‖2 =
√
ν(A)− u(A)2,

it is straightforward to verify that

b1,1 = y∗1Ây1 = y∗1(H(Â) +K(Â))y1 = y∗1H(Â)y1 + y∗1K(Â)y1 = 0,

15



b1,2 = y∗1Âw1 =
y∗1Â

2y1

‖Ây1‖2
=

y∗1(H(Â) +K(Â))2y1

‖Ây1‖2

=
y∗1(H(Â)2 +H(Â)K(Â) +K(Â)H(Â) +K(Â)2)y1

‖Ây1‖2

=
y∗1K(Â)2y1

‖Ây1‖2
= − y∗1K(Â)∗K(Â)y1

‖Ây1‖2
= − ν(Â)

‖Ây1‖2

= − ν(A)− u(A)2

‖Ây1‖2
= −

√
ν(A)− u(A)2

and

b2,1 = w∗1Ây1 =
y∗1Â

∗Ây1

‖Ây1‖2
= ‖Ây1‖2 =

√
ν(A)− u(A)2.

The rest of the entries of the first column of B, namely, b3,1, b4,1, . . . , bn,1, are

bk+1,1 = w∗kÂy1 = ‖Ây1‖2w∗kw1 = 0, k = 2, 3, . . . , n− 1.

The rest of the entries of the first row of B, namely, b1,3, b1,4, . . . , b1,n, are

b1,k+1 = y∗1Âwk = y∗1K(Â)wk = w∗kK(Â)∗y1

= −w∗kK(Â)y1 = −w∗kÂy1 = − bk+1,1 = 0, k = 2, 3, . . . , n− 1,

and the proof is complete.

4 Examples

Example 4.1. Consider the 4×4 real almost skew-symmetric (i.e., with rank-1 symmetric part) matrix

A = K + xx∗ =


4.0000 −0.7523 −0.7050 −0.1972

0.7523 0 0.5568 −0.6441

0.7050 −0.5568 0 −0.6782

0.1972 0.6441 0.6782 0

 ,
where K is a randomly generated skew-symmetric matrix and x = [2, 0, 0, 0]T . The eigenvalues of A are

λ1 = 3.7276, λ2 = 0.1359 + i 1.1192, λ3 = 0.1359− i 1.1192 and λ4 = 0.0006,

and the only shell-extremal eigenvalue is λ1. We evaluate the rotated shells e−i θΓ(eiθA) for some values

of θ ∈ [0, 2π] in Figure 3. In the same figure, we sketch the numerical range F (A) and mark with

asterisks the eigenvalues of A. In Table 1, we notice that the inequalities in both parts of Proposition

2.6 are confirmed, and the ratio
RF (eiθA)(δ1(eiθA) + iu(eiθA))

RΓ(eiθA)(δ1(eiθA) + iu(eiθA))
attains the maximum bound 4 provided

by Proposition 2.6 (i).
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Figure 3: For the right-most point δ1(eiθA)+iu(eiθA) of every shell Γ(e−iθA) (θ ∈ [0, 2π]), the scalar e−iθ(δ1(eiθA)+

iu(eiθA)) is always a boundary point of the numerical range F (A).

θ 0 0.3 0.5 0.682104

δ1(e
iθA) + iu(eiθA) 4 3.9736− i 0.1706 3.9176− i 0.3015 3.8184− i 0.4476

D(eiθA) 11.5926 7.7161 3.9972 8.93 · 10−5

dh(e
iθA) 0.2976 0.3802 0.5507 1.3162

ν(eiθA)− u(eiθA)2 1.1019 1.2008 1.4043 1.7447

RΓ(eiθA)(δ1(e
iθA) + iu(eiθA)) 0.1377 0.1697 0.2265 0.3302

RF (eiθA)(δ1(e
iθA) + iu(eiθA))

RΓ(eiθA)(δ1(e
iθA) + iu(eiθA))

4 3.6775 3.4594 3.2519

Table 1: The quantities δ1(eiθA) + iu(eiθA), D(eiθA), dh(eiθA), ν(eiθA) − u(eiθA)2, RΓ(eiθA)(δ1(eiθA) +

iu(eiθA)) and
RF (eiθA)(δ1(eiθA) + iu(eiθA))

RΓ(eiθA)(δ1(eiθA) + iu(eiθA))
for θ = 0, 0.3, 0.5, 0.682104.

Example 4.2. Let

A =


5 1 0 0.1

0 3 0 2

0 0 −4 0.4

0 0 0 0


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with σ(A) = {−4, 0, 3, 5}. The eigenvalues λ1 = −4 and λ2 = 5 are shell-extremal eigenvalues, with

A(λ1) = [0, 0.7165) ∪ (2π − 0.7165, 2π] and A(λ2) = (2.0255, 4.2576)

(see Figure 4). Notice that D(eiθA) (θ ∈ [0, 2π]) and A(λ1) are “symmetric” with respect to 0, and

D(eiθA) (θ ∈ [0, 2π]) and A(λ2) are symmetric with respect to π, verifying Propositions 3.5 and 3.6, and

Corollary 3.7.

Figure 4: The function D(eiθA), θ ∈ [0, 2π].

Example 4.3. Consider the 7× 7 upper triangular matrix

A =



5 0 0 0 0.2 0 0

0 0 0 0 0 0 0

0 0 4 + i 3 0 0 0.3 0

0 0 0 i 4 3 −2 i 3

0 0 0 0 1 + i 3 −1.5 1

0 0 0 0 0 1.5 + i 3 −0.5

0 0 0 0 0 0 i 3


,

which has two shell-extremal eigenvalues λ1 = 5 and λ2 = 0, with

A(λ1) = [0, 1.4655) ∪ (2π − 0.1585, 2π] and A(λ2) = (1.5721, 2.4262).

In Figure 5, we sketch the shell Γ(A) and the numerical range F (A), and mark with asterisks the

eigenvalues of A. The eigenvalue λ2 = 0 is a normal eigenvalue of A and a corner of F (A). It is worth

noting that in this example, the closed branch of the shell Γ(A) that surrounds λ1 = 5 does not lie

(entirely) in the numerical range F (A). Moreover,

ν(A)− u(A)2 = 0.0313 and dh(A) = 0.0327,

which is consistent with the fact that the only nonzero off-diagonal entry of A in the row and the column

of the diagonal entry 5 is equal to 0.2 and the eigenvalue λ1 = 5 can be considered as “nearly” normal.
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Figure 5: In the left part, we have the numerical range and the shell of A, and in the right part, we have a magnified

picture of the closed branch of the shell that surrounds the shell-extremal eigenvalue λ1 = 5.

Appendix A The area enclosed by the closed branch of Γ(A)

Let A be an n× n matrix such that δ1(A) > δ2(A), ν(A)− u(A)2 > 0 and D(A) = (δ1(A)− δ2(A))
2 −

4
(
ν(A)− u(A)2

)
> 0. Denote also by E the (nonzero) area enclosed by the closed branch of the shell

Γ(A), and by Eub the upper bound of this area, given by Corollary 2.4, i.e.,

Eub = dh(A)2

√√√√2

3

(
1− ln

(
1 +

dh(A)

dh(A) +
√
D(A)

))
. (12)

In this appendix, we describe a method for the computation of the area E , using elliptic integrals,

suggested by an anonymous referee.

By (4) (in the proof of Corollary 2.4), we know that

E = 2 dh(A)2

∫ 1

0

√√√√t(1− t)

[
1− dh(A)

(1 + t)dh(A) +
√
D(A)

]
dt.

If we set

w =

√
δ1(A)− δ2(A) + 2

√
ν(A)− u(A)2

δ1(A)− δ2(A)− 2
√
ν(A)− u(A)2

∈ (1,+∞),

then

2
√
ν(A)− u(A)2 = (δ1(A)− δ2(A))

w2 − 1

w2 + 1
, D(A) = (δ1(A)− δ2(A))

2 4w2

(w2 + 1)2

and (recalling the definition of dh(A) in (1))

dh(A) =

δ1(A)− δ2(A)−

√
(δ1(A)− δ2(A))

2 4w2

(w2 + 1)2

2
= (δ1(A)− δ2(A))

(w − 1)2

2(w2 + 1)
.
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As a consequence, straightforward calculations imply that

E = (δ1(A)− δ2(A))
2 (w − 1)4

2(w2 + 1)2

∫ 1

0

√
t(1− t)

[
1− (w − 1)2

(1 + t)(w − 1)2 + 4w

]
dt

= (δ1(A)− δ2(A))
2 (w − 1)4

2(w2 + 1)2

∫ 1

0

√
t(1− t) t(w − 1)2 + 4w

t(w − 1)2 + (w + 1)2
dt

= (δ1(A)− δ2(A))
2 (w − 1)6

2(w2 + 1)2

∫ 1

0

√
−t
[
t+

4w

(w − 1)2

]
(t− 1)

[
t+ 1 +

4w

(w − 1)2

]
(w + 1)2 + t(w − 1)2

dt.

Setting s = t+
2w

(w − 1)2
directly yields

E = (δ1(A)− δ2(A))
2 (w − 1)6

2(w2 + 1)2

∫ w2+1

(w−1)2

2w
(w−1)2

√
−
[
s2 − 4w2

(w − 1)4

] [
s2 − (w2 + 1)2

(w − 1)4

]
(w − 1)2s+ w2 + 1

ds.

If we consider now the variable z ∈ [0, 1] such that s = s(z) =
1

(w − 1)2

√
(w2 + 1)2 − (w2 − 1)2z2,

then it follows that s(1) =
2w

(w − 1)2
, s(0) =

w2 + 1

(w − 1)2
, ds = − (w + 1)2z√

(w2 + 1)2 − (w2 − 1)2z2
dz and

E = (δ1(A)− δ2(A))
2 (w2 − 1)4

2(w2 + 1)2

∫ 0

1

−z2
√

1− z2[
w2 + 1 +

√
(w2 + 1)2 − (w2 − 1)2z2

]√
(w2 + 1)2 − (w2 − 1)2z2

dz

= (δ1(A)− δ2(A))
2 (w2 − 1)2

2(w2 + 1)2

∫ 1

0

√
1− z2

[
w2 + 1−

√
(w2 + 1)2 − (w2 − 1)2z2

]
√

(w2 + 1)2 − (w2 − 1)2z2
dz

= (δ1(A)− δ2(A))
2 (w2 − 1)2

2(w2 + 1)2

[∫ 1

0

(w2 + 1)
√

1− z2√
(w2 + 1)2 − (w2 − 1)2z2

dz −
∫ 1

0

√
1− z2 dz

]

= (δ1(A)− δ2(A))
2

[
(w2 − 1)2

2(w2 + 1)

∫ 1

0

√
1− z2√

(w2 + 1)2 − (w2 − 1)2z2
dz − (w2 − 1)2

2(w2 + 1)2

π

4

]

= (δ1(A)− δ2(A))
2

1

2

∫ 1

0

√
1− (w2 − 1)2

(w2 + 1)2
z2

√
1− z2

dz − 2w2

(w2 + 1)2

∫ 1

0

1

√
1− z2

√
1− (w2 − 1)2

(w2 + 1)2
z2

dz


− (δ1(A)− δ2(A))

2

8

(w2 − 1)2

(w2 + 1)2
π. (13)

Setting the elliptic integral of first kind E1(λ) =
∫ 1

0

1√
1− x2

√
1− λ2x2

dx and the elliptic integral of

second kind E2(λ) =
∫ 1

0

√
1− λ2x2

√
1− x2

dx (see [12]), and keeping in mind that
w2 − 1

w2 + 1
=

2
√
ν(A)− u(A)2

δ1(A)− δ2(A)
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and (δ1(A)− δ2(A))
2 2w2

(w2 + 1)2
=
D(A)

2
, (13) is written in the form

E =
(δ1(A)− δ2(A))

2

2
E2

(
2
√
ν(A)− u(A)2

δ1(A)− δ2(A)

)
− D(A)

2
E1

(
2
√
ν(A)− u(A)2

δ1(A)− δ2(A)

)
− ν(A)− u(A)2

2
π. (14)

By (12) and (14), we can calculate the area E , the upper bound Eub and the ratio
Eub
E

for several

values of δ1(A)−δ2(A) and ν(A)−u(A)2 such that D(A) = (δ1(A)− δ2(A))
2−4

(
ν(A)− u(A)2

)
> 0 (see

Table 2). Our numerical experiments verify that the size of the closed branch of Γ(A) is increasing in the

measure of non-normality ν(A) − u(A)2 and decreasing in the distance δ1(A) − δ2(A), and remarkably

suggest that the ratio
Eub
E

is always close to 1.04 (the value 1.0396 appears in most cases).

ν(A)− u(A)2 = 0.2499 ν(A)− u(A)2 = 1 ν(A)− u(A)2 = 2.2499 ν(A)− u(A)2 = 5.4

δ1(A)− δ2(A) = 1

E = 0.1069

Eub = 0.1120
Eub
E = 1.0483

δ1(A)− δ2(A) = 3

E = 0.0057

Eub = 0.0059
Eub
E = 1.0396

E = 0.1065

Eub = 0.1107
Eub
E = 1.0396

E = 0.9652

Eub = 1.0150
Eub
E = 1.0520

δ1(A)− δ2(A) = 6

E = 13.7680 · 10−4

Eub = 14.3130 · 10−4

Eub
E = 1.0396

E = 0.0228

Eub = 0.0237
Eub
E = 1.0396

E = 0.1224

Eub = 0.1272
Eub
E = 1.0396

E = 0.8525

Eub = 0.8862
Eub
E = 1.0395

δ1(A)− δ2(A) = 10

E = 4.9232 · 10−4

Eub = 5.1182 · 10−4

Eub
E = 1.0396

E = 0.0080

Eub = 0.0083
Eub
E = 1.0396

E = 0.0412

Eub = 0.0428
Eub
E = 1.0396

E = 0.2500

Eub = 0.2599
Eub
E = 1.0396

δ1(A)− δ2(A) = 15

E = 2.1835 · 10−4

Eub = 2.2700 · 10−4

Eub
E = 1.0396

E = 0.0035

Eub = 0.0037
Eub
E = 1.0396

E = 0.0179

Eub = 0.0187
Eub
E = 1.0396

E = 0.1056

Eub = 0.1098
Eub
E = 1.0396

Table 2: The area E , the upper bound Eub and the ratio
Eub
E

for δ1(A) − δ2(A) = 1, 3, 6, 10, 15 and

ν(A)− u(A)2 = 0.2499, 1, 2.2499, 5.4.

Finally, if we set ρ(A) =
2
√
ν(A)− u(A)2

δ1(A)− δ2(A)
∈ (0, 1), then ν(A)− u(A)2 =

1

4
(δ1(A)− δ2(A))

2
ρ(A)2,

D(A) = (δ1(A)− δ2(A))
2 (

1− ρ(A)2
)

and dh(A) =
1

2
(δ1(A)− δ2(A))

(
1−

√
1− ρ(A)2

)
, and (12) and

(14) yield

Eub =
(δ1(A)− δ2(A))

2

2
√

6

(
1−

√
1− ρ(A)2

)2

√√√√1 + ln

(
1 +

√
1− ρ(A)2

2

)
and

E =
(δ1(A)− δ2(A))

2

2

[
E2(ρ(A))−

(
1− ρ(A)2

)
E1(ρ(A))− ρ(A)2

4
π

]
,
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respectively. Thus, we can have the graph of
Eub
E

as a function of ρ(A) ∈ (0, 1); see Figure 6. This graph

suggests that the ratio
Eub
E

takes all its values in the open interval (1.0385, 1.0540), and it is almost

equal to 1.0396 for all ρ(A) ∈ (0, 0.7). This means that 0.9619 Eub is a satisfactory approximation of the

area E .

Figure 6: The ratio
Eub
E

as a function of ρ(A) ∈ (0, 1).
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