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1. Introduction. We consider an optimal control problem associated to the
minimization of the tracking functional subject to the evolutionary Stokes equations.
In particular, given a target function yd we seek velocity y and control variable g such
that the functional

J(y, g) =
1

2

∫ T

0

‖y − yd‖
2
L2(Ω) dt+

α

2

∫ T

0

‖g‖2
L2(Ω) dt, (1.1)

is minimized subject to the constrains,















yt − ν∆y + ∇p = f + g in (0, T )× Ω
div y = 0 on (0, T ) × Ω

y = 0 on (0, T ) × Γ
y(0, x) = y0 in Ω.

(1.2)

Here, Ω ⊂ R
d, d = 2, 3 denotes an open bounded and convex domain. Our main

estimates are valid under the general assumption of a Lipschitz boundary Γ, and
the domain should allow H2 regularity for the velocity solution of the correspond-
ing steady Stokes equations (see Remark 2.6 and Section 3.1 for a more detailed
discussion). The control g is of distributed type, the forcing term f , and the vis-
cosity constant ν > 0, are given data, while α > 0 denotes a small penalty pa-
rameter which limits the size of the control, and in many instances can be of com-
parable size to the time and spacial discretization parameters (denoted by τ , and
h respectively). Special emphasis is placed in the case of rough initial data, i.e.,
y0 ∈ W(Ω) ≡ {v ∈ L2(Ω) : div v = 0, v · n = 0}, however our analysis also includes
the possibility of using high order schemes. Furthermore, we are also interested in
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case of pointwise control constraints in the sense that ga ≤ g(t, x) ≤ gb for a.e.
(t, x) ∈ (0, T ) × Ω, where ga, gb ∈ R.

The main goal is to show that the error estimates of the corresponding optimal-
ity system have the same structure to those of the uncontrolled evolutionary Stokes
equations. In particular, we develop an almost symmetric error estimate under mini-
mal regularity assumptions on the natural energy norm ‖.‖W (0,T ) ≡ ‖.‖L∞[0,T ;L2(Ω)] +
‖.‖L2[0,T ;H1(Ω)] associated to our discontinuous time-stepping scheme, i.e., an estimate
of the form,

‖error‖W (0,T ) ≤ C‖best approximation error‖W (0,T )

+‖best approx. error pressure‖L2[0,T ;L2(Ω)],

which states that the error is as good as the regularity and approximation theory
allows it to be. The above “best approximation” framework naturally includes high
order schemes, since it separates the issue of regularity of the optimal pair from the
choice of the approximation scheme. As a consequence, estimates of high order can be
also included similar to the uncontrolled case, at least in case of unbounded controls,
when classical boot-strap arguments imply enhanced regularity.

The key feature of our estimate is that it is valid under low regularity assumptions on
the given data. More precisely, the symmetric error estimate, only requires velocity
y ∈ L2[0, T ;V(Ω)]∩H1[0, T ;H−1(Ω)] and pressure p ∈ L2[0, T ;L2

0(Ω)], where V(Ω) =
{v ∈ H1

0(Ω) : div v = 0}, and L2
0(Ω) = {p ∈ L2(Ω) :

∫

Ω pdx = 0}.

Note that if y0 ∈ W(Ω) then the regularity of the state variable is limited to
L2[0, T ;V(Ω)] ∩ H1[0, T ;V(Ω)∗], where V(Ω)∗ denotes the dual of V(Ω). Further-
more, despite the fact that yt + ∇p ∈ L2[0, T ;H−1(Ω)] it is not known whether
p ∈ L2[0, T ;L2

0(Ω)] and yt ∈ L2[0, T ;H−1(Ω)]. As a consequence the pressure p satis-
fies (1.2) in a distributional sense. Hence, the assumption p ∈ L2[0, T ;L2

0(Ω)] is the
minimal one, to guarantee the decomposition between yt and p and hence to validate
a suitable weak formulation for rough initial data from the numerical analysis view-
point. We emphasize that classical approaches within or without the discontinuous
Galerkin framework for related parabolic control problems, typically fail to include
the case of rough initial data since they demand more regularity with respect to the
time-derivative yt. As a result, error estimates for space-time approximations of the
velocity tracking problem with rough initial data y0 ∈ W(Ω) have not been treated
before, despite the fact that the case of rough initial data is of extreme importance
within the context of controlling fluid flows (see e.g. [20]). Another important dif-
ference, between the error analysis of parabolic optimal control problems, and to the
one of the velocity tracking problem is the presence of the incompressibility constraint
which significantly complicates the analysis of discrete schemes.

In our work, we analyze a scheme which is based on a discontinuous time-stepping
framework, which is suitable for problems without regular enough solutions, and we
prove an estimate of symmetric type. The analysis showcases the favorable behavior
of such schemes since it allows a unified treatment for a broad category of schemes for
optimal control problems for the evolutionary Stokes equations. The key ingredient,
that distinguishes our analysis, is the definition of a generalized divergence free space-
time projection which exhibits best approximation properties in L2[0, T ;L2(Ω)], but
is also applicable when yt ∈ L2[0, T ;H−1(Ω)] only. Thus, constructing a global space-
time projection, and using an appropriate duality argument, we obtain a rate of O(h)
for the L2[0, T ;L2(Ω)] norm, when τ ≤ Ch2. We note that we use a direct fully-
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discretized approach, instead of the typical two step approach which also includes a
semi-discretized (in time) optimal control problem as an intermediate step. Similarly,
in case of bounded controls, we demonstrate the applicability of our estimates within
the variational discretization concept of [26]. This approach allows to overcome the
lack of the enhanced regularity resulting from a “boot-strap” argument for the control
and state variable.

To our best knowledge our estimates are new, and optimal in terms of the prescribed
regularity of the solutions and the presence of the incompressibility constraint.

1.1. Related results. Several results regarding the analysis of related control
problems were presented in [1, 3, 16, 20, 27, 28, 30, 41, 45] (see also references within),
where various aspects, including first and second order necessary conditions are de-
veloped and analyzed. To the contrary the literature regarding numerical analysis
for optimal control problems related to evolutionary Navier-Stokes equations is very
limited and concentrated to the lowest order (in time) scheme with initial data (at
least) in V(Ω). In [21, 22, 23] convergence of a gradient algorithm is proven, in case
of distributed controls, of bounded distributed controls, and Dirichlet boundary con-
trols. Error estimates for the semi-discrete (in space) discretization are derived in [15]
in case of distributed controls without control constraints by using a variational dis-
cretization approach, while in [14] fully-discrete error estimates for the implicit Euler
scheme are presented for the velocity tracking problem (without control constraints)
for the homogeneous Stokes equations using the variational discretization approach,
for smooth data and for smooth solutions.

Recently, a-priori error estimates for the velocity tracking problem for Navier-Stokes
flows with control constraints were analyzed in the works of [4, 5] with initial data
belonging to V(Ω). The lowest order (piecewise constants) discontinuous Galerkin
scheme in time, combined with conforming elements in space for the velocity and
the pressure was analyzed, and estimates for the state, adjoint, and control variables
were derived for three separate choices of control discretization (piecewise constants,
linears, and the variational discretization). Our work, is motivated by the results of
[4, 5] and it can be viewed as an attempt to extend these results to include the cases
of rough data, and high order schemes via the derivation of a symmetric estimate.

Other results concerning discontinuous time-stepping approaches are mainly related
to distributed controls for linear and semilinear parabolic pdes. In case of distributed
optimal control problems for the heat equation, a-priori error estimates for discontin-
uous time stepping schemes were previously established in [35, 36], with and without
control constraints, as well as in [6, 7] in case of distributed optimal control problems
without control constraints for general parabolic equations with time-dependent co-
efficients in the elliptic part of the operator. In [35, 36] optimal a-priori estimates
are presented in L2[0, T ;L2(Ω)] norm for the control, state and adjoint variables, for
H1

0 (Ω) initial data using an auxiliary semi-discrete (in time) optimal control problem
before proceeding to the fully-discrete problem. To the contrary, in [6, 7] symmetric
estimates in the natural energy norm are developed, under low regularity on the data,
using fully-discrete projection techniques. Recently in [9], a Robin boundary control
problem related to the heat equation with rough initial data has been studied.

Estimates related to distributed optimal control problems for semi-linear parabolic
pdes with control constraints are developed in the work of [38], for H1

0 (Ω) ∩ L∞(Ω)
initial data, and in [8] for estimates of symmetric type for problems without control
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constraints. We also mention several related works [2, 39, 40] regarding parabolic
optimal control problems with and and without control constraints which involve
high order discrete schemes.

Various results regarding the analysis of optimal control problems can be found in [20,
31, 32, 37, 44] (see also references within). For general results related to discontinuous
Galerkin methods for parabolic pdes (without applying controls) we refer the reader to
[43] (see also references therein). A posteriori estimates and related adaptivity issues
within the discontinuous Galerkin framework for optimal control problems were also
explored in the works of [33, 34] (see also references within).

2. Background.

2.1. Notation. We use the standard notation for the Sobolev spaces Hs(Ω) and
their vector valued counterparts Hs(Ω) with s ∈ R with norms denoted by ‖ · ‖Hs(Ω)

and ‖ · ‖Hs(Ω) respectively. Furthermore, let H1
0 (Ω) = {v ∈ H1(Ω) : v|Γ = 0}, H1

0 =
{v ∈ H1(Ω) : v|Γ = 0}. We also denote by (., .) the standard L2(Ω) inner product, by
H−1(Ω) the dual of H1

0(Ω), and their duality pairing by 〈·, ·〉H−1(Ω),H1(Ω) ≡ 〈·, ·〉. We
will also denote the corresponding divergence free spaces by V(Ω) = {v ∈ H1

0(Ω) :
div v = 0}, W(Ω) = {v ∈ L2(Ω) : div v = 0, v · n = 0}, endowed with H1(Ω) and
L2(Ω) norms respectively, and by V(Ω)∗ the dual of V(Ω). Finally, for the pressure
we will also need the space, L2

0(Ω) = {p ∈ L2(Ω) :
∫

Ω
p = 0} endowed with the

standard L2(Ω) norm. For any of the above Sobolev spaces, we define the space-time
spaces Lp[0, T ;X ], L∞[0, T ;X ], C[0, T ;X ] and H1[0, T ;X ] in a standard fashion (see
e.g. [17, Chapter 5]).

We will frequently use the space W (0, T ) := L∞[0, T ;W(Ω)]∩L2[0, T ;V(Ω)] endowed
with the norm ‖v‖2

W (0,T ) ≡ ‖v‖2
L∞[0,T ;L2(Ω)] +‖v‖2

L2[0,T ;H1(Ω)]. For any γ ≥ 0, we also

define the space Hγ [a, b;X ] in a standard way (see e.g. [17, Chapter 5]). The bilinear
form associated to our operator is given by

a(y, v) = ν

∫

Ω

∇y∇vdx, ∀y, v ∈ H1
0(Ω),

and satisfies the standard coercivity and continuity conditions

a(y, y) ≥ ν ‖∇y‖2
L2(Ω) , α(y, v) ≤ Cν ‖y‖

H1(Ω) ‖v‖H1(Ω) ∀y, v ∈ H1
0(Ω).

Finally the bilinear form associated to the pressure is given by

b(v, q) =

∫

Ω

−q∇.vdx, ∀v ∈ H1
0(Ω), q ∈ L2(Ω),

which satisfies the standard continuity and inf-sup conditions (see e.g [18, 42]), i.e.,

b(v, q) ≤ C‖v‖H1(Ω)‖q‖L2(Ω), and inf
q∈L2

0
(Ω)

sup
v∈H1

0
(Ω)

b(v, q)

‖v‖H1(Ω)‖q‖L2(Ω)
≥ c > 0,

respectively.

2.2. The continuous control problem. A weak formulation of (1.2), suitable
for the case of rough initial data, is defined by using divergence-free test functions
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and can be written as follows: Given f ∈ L2[0, T ;V(Ω)∗], g ∈ L2[0, T ;L2(Ω)], and
y0 ∈ W(Ω) we seek y ∈ L2[0, T ;V(Ω)]∩H1[0, T ;V(Ω)∗] such that for a.e. t ∈ (0, T ],

〈yt, v〉 + a(y, v) = 〈f, v〉 + (g, v) ∀v ∈ V(Ω), (y(0), v) = (y0, v) ∀v ∈ W(Ω). (2.1)

To the contrary, from the numerical analysis viewpoint, a desirable weak formu-
lation suitable for the analysis of dG schemes, is to seek y ∈ L∞[0, T ;L2(Ω)] ∩
L2[0, T ;H1(Ω)], and p ∈ L2[0, T ;L2

0(Ω)] such that for all v ∈ L2[0, T ;H1(Ω)] ∩
H1[0, T ;H−1(Ω)], and for all q ∈ L2[0, T ;L2

0(Ω)],































(y(T ), v(T )) +

∫ T

0

(−〈y, vt〉 + a(y, v) + b(v, p)) dt

= (y0, v(0)) +

∫ T

0

(〈f, v〉 + (g, v)) dt,
∫ T

0

b(y, q)dt = 0.

(2.2)

Some comments regarding the existence and uniqueness of weak solutions of the evo-
lutionary Stokes and the equivalence of formulations (2.1) and (2.2) follow.

Remark 2.1. Recall that standard regularity theorems in [12, 42] show that if f, g ∈
L2[0, T ;W(Ω)] and y0 ∈ V(Ω) then the solution (y, p) of equations (2.1) satisfies

(y, p) ∈ L2[0, T ;H2(Ω) ∩ V(Ω)] ∩H1[0, T ;W(Ω)] × L2[0, T ;H1(Ω) ∩ L2
0(Ω)].

In this case weak formulations (2.1), and (2.2), are essentially equivalent. If the
data f ∈ L2[0, T ;V∗(Ω)], y0 ∈ W(Ω) then there exists a unique weak solution that
satisfies y ∈ L2[0, T ;V(Ω)]∩H−1[0, T ;V∗(Ω)], while the pressure p satisfies (1.2) in a
distributional sense, and yt+∇p ∈ L2[0, T ;H−1(Ω)]. In the above case, we note that it
is not evident whether the pressure belongs to L2[0, T ;L2

0(Ω)] under minimal regularity
assumptions (see e.g. [12, 42]), and hence formulation (2.2) is not necessarily valid,
unless the existence of a pressure p ∈ L2[0, T ;L2

0(Ω)] is assumed.

The control to state mapping G : L2[0, T ;L2(Ω))] → W (0, T ), which associates to
each control g the state G(g) = yg ≡ y(g) via (2.1) is well defined, and continuous.
Furthermore, we note that if more regularity is available to data, i.e., if y0 ∈ V(Ω),
and f ∈ L2[0, T ;L2(Ω)], then y(g) ∈ L2[0, T ;H2(Ω) ∩ V(Ω)] ∩ H1[0, T ;L2(Ω)] and
p ∈ L2[0, T ;H1(Ω) ∩ L2

0(Ω)]. Hence, the cost functional is frequently denoted by
its reduced form, J(y, g) ≡ J(y(g)) ≡ J(g) : L2[0, T ;L2(Ω)] → R where J(g) ≡
1
2

∫ T

0
‖yg − yd‖2

L2(Ω)dt+ α
2

∫ T

0
‖g‖2

L2(Ω)dt, and yg ≡ y(g) is defined by (2.1).

Definition 2.2. Let f ∈ L2[0, T ;V(Ω)∗], y0 ∈ W(Ω), and yd ∈ L2[0, T ;W(Ω)] be
given data. Then, the set of admissible controls (denoted by Aad), is defined by:

1. Unconstrained Controls: Aad ≡ L2[0, T ;L2(Ω)].
2. Constrained Controls: Aad ≡ {g ∈ L2[0, T ;L2(Ω)] : ga ≤ g(t, x) ≤ gb for a.e.

(t, x) ∈ (0, T ) × Ω}.

The pair (y(g), g) ∈ W (0, T ) ×Aad, is said to be an optimal solution if J(y(g), g) ≤
J(w(h), h) ∀(w(h), h) ∈W (0, T ) ×Aad.

The main result concerning the existence of an optimal solution follows directly from
the setting of our problem (see for e.g. [44]), since Aad 6= ∅ (note that (y(0), 0) ∈
W (0, T )×Aad for instance, without loss of generality).
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Theorem 2.3. Let y0 ∈ W(Ω), f ∈ L2[0, T ;V(Ω)∗], yd ∈ L2[0, T ;W(Ω)] be given
data. Then, the optimal control problem has unique solution (ȳ(ḡ), ḡ) ∈ W (0, T ) ×
L2[0, T ;L2(Ω)]. In addition there exists a pressure p̄ that satisfies (1.2) in a distribu-
tional sense. If in addition, y0 ∈ V(Ω), f ∈ L2[0, T ;W(Ω)], then p̄ ∈ L2[0, T ;H1(Ω)∩
L2

0(Ω)] and the pair (ȳ, p̄) also satisfies (2.2).

2.3. The optimality system. An optimality system of equations can be de-
rived by using standard techniques; see for instance [20, 44] or [4, Section 3]. We first
state the basic differentiability property of the cost functional.

Lemma 2.4. The cost functional J : L2[0, T ;L2(Ω)] → R is of class C∞ and for every
g, u ∈ L2[0, T ;L2(Ω)],

J
′

(g)u =

∫ T

0

(µ(g) + αg, u)dt,

where µ(g) ≡ µg ∈ W (0, T ) is the unique solution of following problem: For all
v ∈ L2[0, T ;V(Ω)] ∩H1[0, T ;V(Ω)∗],

∫ T

0

(〈µg, vt〉 + a(µg, v)) dt = −(µg(0), v(0)) +

∫ T

0

(yg − yd, v)dt, (2.3)

where µg(T ) = 0, and yg = y(g) satisfies (2.1). In addition, (µg)t ∈ L2[0, T ;L2(Ω)],
and there exists pressure φ ∈ L2[0, T ;H1(Ω)∩L2

0(Ω)] such that the backwards in time
Stokes equation is satisfied in the sense of weak formulation (2.2).

Therefore the optimality system which consists of the state and adjoint equations,
and the optimality condition takes the following form.

Lemma 2.5. Let (ȳḡ, ḡ) ≡ (ȳ, ḡ) ∈ W (0, T ) ×Aad denote the unique optimal pair of
Definition 2.2. Then, there exists an adjoint µ̄ ∈ W (0, T ) satisfying, µ̄(T ) = 0 such
that for all v ∈ L2[0, T ;V(Ω)] ∩H1[0, T ;V(Ω)∗],

(ȳ(T ), v(T )) +

∫ T

0

(−〈ȳ, vt〉 + a(ȳ, v)) dt = (ȳ0, v(0)) +

∫ T

0

(〈f, v〉 + (ḡ, v)) dt, (2.4)

∫ T

0

(〈µ̄, vt〉 + a(v, µ̄)) dt = −(µ̄(0), v(0)) +

∫ T

0

(ȳ − yd, v)dt, (2.5)

1) Unconstrained Controls:

∫ T

0

(αḡ + µ̄, u)dt = 0 ∀u ∈ Aad, (2.6)

2) Constrained Controls:

∫ T

0

(αḡ + µ̄, u− ḡ) dt ≥ 0 ∀u ∈ Aad. (2.7)

In addition, ȳt ∈ L2[0, T ;V(Ω)∗], µ̄ ∈ L2[0, T ;H2(Ω) ∩ V(Ω)] ∩H1[0, T ;L2(Ω)], and
(2.7), is equivalent to ḡ(t, x) = Proj[ga,gb]

(

− 1
α µ̄(t, x)

)

for a.e. (t, x) ∈ (0, T ] × Ω.
In addition, there exists a pressure φ̄ ∈ L2[0, T ;H1(Ω) ∩ L2

0(Ω)] associated to the
adjoint variable µ̄ satisfying the backwards’ in time evolutionary Stokes, in the sense
of formulation (2.2).

Proof. The derivation of the optimality system is standard (see e.g. [44]). For the
enhanced regularity on µ̄, we note that µ̄(T ) = 0, and ȳ − yd ∈ L2[0, T ;W(Ω)] and
hence (2.5) implies that to get that µ̄ ∈ L2[0, T ;H2(Ω)∩V(Ω)]∩H1 [0, T ;L2(Ω)]. For
the regularity of the corresponding pressure φ̄ we refer to Remark 2.1.
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Remark 2.6. For the numerical analysis it is preferable that (2.4) and (2.5) take the
following form: For all v ∈ L2[0, T ;H1

0(Ω)] ∩H1[0, T ;H−1(Ω)], q ∈ L2[0, T ;L2
0(Ω)],

we seek ȳ, µ̄ ∈ L∞[0, T ;L2(Ω)] ∩ L2[0, T ;H1
0(Ω)] such that,































(ȳ(T ), v(T )) +

∫ T

0

(−〈ȳ, vt〉 + a(ȳ, v) + b(v, p̄)) dt

= (ȳ0, v(0)) +

∫ T

0

(〈f, v〉 + (ḡ, v)) dt,
∫ T

0

b(ȳ, q)dt = 0,

(2.8)















∫ T

0

(

〈µ̄, vt〉 + a(v, µ̄) + b(v, φ̄)
)

dt = −(µ̄(0), v(0)) +

∫ T

0

(ȳ − yd, v)dt,
∫ T

0

b(µ̄, q)dt = 0.

(2.9)

It is clear that µ̄ ∈ L2[0, T ;H2(Ω)∩V(Ω)]∩H1[0, T ;L2(Ω)] and φ̄ ∈ L2[0, T ;H1(Ω)∩
L2

0(Ω)], and hence equation (2.9) is equivalent to (2.5). In addition, when y0 ∈ V(Ω),
and f ∈ L2[0, T ;W(Ω)], then (2.8) is also equivalent to (2.4). However, we point
out that for rough data, y0 ∈ W(Ω) the regularity of the corresponding pressure
p̄ ∈ L2[0, T ;L2

0(Ω)] has to be assumed. In any case, for the numerical analysis we
will consider the optimality system (2.8)-(2.9) and one of the optimality conditions
(2.6) or (2.7). When control constraints are not present then a bootstrap argument
can be applied in order to improve the regularity of ḡ, µ̄, ȳ in a straightforward man-
ner, provided natural regularity assumptions on the given data, the smoothness of
the domain, and appropriate compatibility conditions (see for instance [12]). We
refer the reader to [4, 5] for enhanced related regularity results when control con-
straints are involved. Let ΩT = Ω × (0, T ]. If the boundary is of class C2, then ḡ ∈
H1(ΩT ) ∩ C[0, T ;H1

0(Ω)] ∩ L2[0, T ;W1,p] when y0 ∈ V(Ω) and f ∈ L2[0, T ;L2(Ω)].

3. The discrete optimal control problem.

3.1. Preliminaries. A family of triangulations (denoted by {Th}h>0) of Ω, is
defined in the standard way, (see e.g. [11]). We assume that to every element T ∈ Th,
two parameters hT and ρT , denoting the diameter of the set T , and the diameter of
the largest ball contained in T respectively are assigned, and the associated size of
the mesh is denoted by h ≡ maxT∈Th

hT . The following standard properties of the
mesh will be assumed:
(i) – There exist two positive constants ρT and δT such that hT

ρT

≤ ρT and h
hT

≤
δT ∀T ∈ Th and ∀h > 0.
(ii) – Define Ω̄h = ∪T∈Th

T and denote by Ωh, and Γh its interior and boundary
respectively. We also assume that the boundary vertices of Th are points of Γ.

On the mesh Th we consider two finite dimensional spaces Yh ⊂ H1
0(Ω) and Qh ⊂

L2
0(Ω) constructed by piecewise polynomials in Ωh, and vanishing in Ω \ Ωh. We

note that under the above structural assumptions, if Ω is convex, then Ωh is convex,
and |Ω \ Ωh| ≤ Ch2. The above assumptions are enough in order to obtain best-
approximation estimates for the cases where the initial data belong to W(Ω) or V(Ω).

Alternatively, the assumption on the domain to be convex and polygonal in R
2 is also

enough to guarantee the H2 regularity of the steady Navier-Stokes. For convex and
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polyhedral domains in R
3, the H2 regularity is also believed to hold. We note that

it is not known if convexity is enough to guarantee the H2 elliptic regularity of the
stationary Stokes equations in R

3 (see for instance [25]). Furthermore, more regularity
on the boundary Γ (say C2), implies H2 regularity of the stationary Stokes, while
when dealing with higher order schemes, we emphasize that additional smoothness
on Γ should be assumed (see for instance [42, Remark 3.7], or [13, pp 34]), together
with compatibility conditions in order to guarantee the appropriate regularity of the
solutions. For example let ΩT = Ω × [0, T ], where Ω ⊂ R

3 is an open bounded
domain, with boundary of type C2r+2, r = max{k + 2, 2}. If data f ∈ H2k,k(ΩT ),
y0 ∈ H2k+1 ∩W(Ω) (together with appropriate compatibility conditions on the data
that we omit) then y ∈ H2k+2,k+1(ΩT ) ∩ C[0, T ;V(Ω)], ∇p ∈ H2k,k(ΩT ). Here, we
denote by Hs1,s2(ΩT ) the space of all functions with all partial derivatives up to
order s1 ≥ 0 in space, and up to order s2 ≥ 0 in time, bounded in L2(ΩT ). Under
the previous hypotheses, and for notational consistency, in various instances even if
the domain is not polygonal (polyhedral), we will still denote (., .)L2(Ωh) by (., .)L2(Ω),
‖.‖Hs(Ωh) by ‖.‖Hs(Ω) etc, and we will assume that it can be approximated by a
suitable polygonal (polyhedral) domain.

Standard approximation theory assumptions are assumed on spaces Yh and Qh. In
particular, for any v ∈ Hl+1(Ω)∩H1

0(Ω), there exists an integer ℓ ≥ 1, and a constant
C > 0 (independent of h) such that:

inf
vh∈Yh

‖v − vh‖Hs(Ω) ≤ Chl+1−s‖v‖Hl+1(Ω), for 0 ≤ l ≤ ℓ and s = −1, 0, 1. (3.1)

Also for any q ∈ H l(Ω) ∩ L2
0(Ω), then

inf
qh∈Qh

‖q − qh‖L2(Ω) ≤ Chl‖q‖Hl(Ω), for 0 ≤ l ≤ ℓ. (3.2)

In addition, the spaces Yh and Qh must satisfy the inf-sup condition, i.e., there exists
C > 0 (independent of h) such that

inf
qh∈Qh

sup
vh∈Yh

b(vh, qh)

‖vh‖H1(Ωh)‖qh‖L2(Ωh)
> C. (3.3)

We also consider the discrete divergence free analog of Yh denoted by

Uh = {vh ∈ Yh : b(vh, qh) = 0 ∀ qh ∈ Qh}.

Approximations will be constructed on a (quasi-uniform) partition 0 = t0 < t1 < . . . <
tN = T of [0, T ], i.e., there exists a constant 0 < θ ≤ 1 such that minn=1,..,N(tn −
tn−1) ≥ θmaxn=1,...,N(tn − tn−1). We denote by τn = tn − tn−1, τ = maxn=1,...,N τn

and by Pk[tn−1, tn;Yh], Pk[tn−1, tn;Uh], and Pk[tn−1, tn;Qh] the spaces of polyno-
mials of degree k or less having values in Yh, Uh and Qh respectively. We seek
approximate solutions for the velocity and the pressure who belong to the spaces:

Yh = {yh ∈ L2[0, T ;H1
0(Ω)] : yh|(tn−1,tn] ∈ Pk[tn−1, tn;Yh]},

Uh = {yh ∈ L2[0, T ;H1
0(Ω)] : yh|(tn−1,tn] ∈ Pk[tn−1, tn;Uh]},

Qh = {yh ∈ L2[0, T ;L2
0(Ω)] : yh|(tn−1,tn] ∈ Pk[tn−1, tn;Qh]}.

The following remark highlights why the use of same degree of polynomials with
respect to time is the natural choice for the discretization (in time) of the pressure.
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Remark 3.1. It is obvious that the analogue for the discrete divergence free subspace

of Pk[tn−1, tn;Yh] is, Zn
h = {vh ∈ Pk[tn−1, tn;Yh] :

∫ tn

tn−1 b(vh, qh) = 0, ∀ qh ∈
Pk[tn−1, tn;Qh]}. Then, [10, Lemma 2.3] states that Zn

h ≡ Pk[tn−1, tn;Uh]. There-
fore, we may write that

Zh ≡ {vh ∈ Yh :

∫ T

0

b(vh, qh) = 0, ∀ qh ∈ Qh}

= {vh ∈ Yh : vh|(tn−1,tn] ∈ Zn
h }

= {vh ∈ Yh : vh|(tn−1,tn] ∈ Pk[tn−1, tn;Uh]} ≡ Uh.

We refer the reader to [10, Section 2] for more details.

By convention, the functions of Uh are left continuous with right limits. Thus, we
will write yn for y(tn) ≡ y(tn−), yn−1

+ for y(tn−1
+ ), yn

h for yh(tn) ≡ yh(tn−), and yn
h+ for

y(tn+), while the jump at tn, is denoted by [yn
h ] = yn

h+−yn
h . In the above definitions, we

have also used the following notational abbreviation, yh,τ ≡ yh, Yh,τ ≡ Yh, Uh,τ ≡ Uh

etc. This is due to the fact that the time-discretization parameter τ can be chosen
independent of h.

We emphasize that schemes of arbitrary order in time and space will be included in
our proofs. However, the limited regularity will be acting as a barrier in terms of
developing estimates of high order, at least in presence of control constraints. The
case of the lowest order scheme, in time and space, has been treated in detail in the
recent works of [4] and [5] for the velocity tracking problem of Navier-Stokes flows,
with control constraints, when data y0 ∈ V(Ω), f ∈ L2[0, T ;L2(Ω)].

For the control variable, we have two separate choices for the constrained and the
unconstrained case respectively. In both cases our discretization is motivated by the
optimality condition.
Case 1: Unconstrained Controls: We employ the natural space-time discretization
which allows the presence of discontinuities (in time). In particular, we define by
Gh ≡ Yh. Only L2[0, T ;L2(Ω)] regularity will be needed in the error estimates.
Case 2: Constrained Controls: Analogously to the previous case, we employ the
variational discretization concept (see e.g. [26]) which allows the natural discretization
of the controls via the adjoint variable. In this case, we do not explicitly discretize
the control variable, i.e., Gh ≡ L2[0, T ;L2(Ω)].

3.2. The fully-discrete optimal control problem. The discontinuous time-
stepping fully-discrete scheme for the control to state mapping Gh : L2[0, T ;L2(Ω)] →
Uh, associates to each control g the corresponding state Gh(g) = yg,h ≡ yh(g): For
any g ∈ L2[0, T ;L2(Ω)], and for given data y0 ∈ W(Ω), f ∈ L2[0, T ;V(Ω)∗], we seek
yh ∈ Uh such that for n = 1, ..., N , and for all vh ∈ Pk[tn−1, tn;Uh],

(yn
h , v

n
h ) +

∫ tn

tn−1

(

− 〈yh, vht〉 + a(yh, vh)
)

dt (3.4)

= (yn−1
h , vn−1

h+ ) +

∫ tn

tn−1

(

〈f, vh〉 + (g, vh)
)

dt.

Here y0
h denotes a suitable approximation of the initial data y0. Stability estimates at

partition points as well as in L2[0, T ;H1(Ω)] norm easily follow by setting vh = yh into
(3.4). For the estimate at arbitrary time-points, we refer the reader to [10, Appendix
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A]. Thus, stability estimates imply that the control to fully-discrete state mapping
Gh : L2[0, T ;L2(Ω)] → Uh, is well defined, and continuous. Due to Remark 3.1, we
will primarily focus on the equivalent weak formulation: We seek (yh, ph) ∈ Yh ×Qh

such that the following formulation is satisfied: For n = 1, ..., N , and for all vh ∈
Pk[tn−1, tn;Yh], qh ∈ L2[tn−1, tn;Qh],































(yn
h , v

n
h) +

∫ tn

tn−1

(

− 〈yh, vht〉 + a(yh, vh) + b(vh, ph)
)

dt

= (yn−1
h , vn−1

h+ ) +

∫ tn

tn−1

(

〈f, vh〉 + (g, vh)
)

dt,
∫ tn

tn−1

b(yh, qh)dt = 0.

(3.5)

The key advantage of the above formulation is that it clearly justifies the compu-
tation of the pressure within the discontinuous Galerkin (in time) framework (see
Remark 3.1), and showcases the importance of the inf-sup condition when construct-
ing finite element schemes (see e.g. [18, 25, 42]) for the Stokes and Navier-Stokes
equations. To this end, we note that the algorithmic interpretation of the resulting
schemes typically uses the discrete formulation (3.5) while the pressure is frequently
computed through penalization approaches. In any case, and similar to the elliptic
case (see for instance [18, Chapter II]) the spatial approximation properties of spaces
Uh are obtained through spatial approximation properties of Yh and Qh and the inf-
sup condition, while the temporal approximation properties within the discontinuous
Galerkin framework are established by the local (in time) L2 projection techniques
into polynomial spaces (see for instance [43, Chapter 14] for parabolic problems and
/ or [10, Sections 2, and 3] for the Stokes equations, and the subsequent Lemma 4.3,
for the Stokes equations under low regularity assumptions).

The fully-discrete optimal control problem can be defined as follows:

Definition 3.2. Let f ∈ L2[0, T ;V(Ω)∗], y0 ∈ W(Ω), yd ∈ L2[0, T ;W(Ω)] be given
data. Suppose that the set of discrete admissible controls is denoted by Ad

ad ≡ Gh∩Aad

(see Section 3.1), and let J(yh, gh) ≡ 1
2

∫ T

0
‖yh − yd‖2

L2(Ω)dt+
α
2

∫ T

0
‖gh‖2

L2(Ω)dt. Here

the pair (yh, gh) ∈ Yh ×Ad
ad and the associated pressure ph ∈ Qh satisfy (3.5). Then,

the pair (ȳh, ḡh) ∈ Yh×Ad
ad, is said to be an optimal solution if J(ȳh, ḡh) ≤ J(wh, uh)

∀(wh, uh) ∈ Yh ×Ad
ad.

The existence and uniqueness of the discrete optimal control problem can be proved
by standard techniques. We close this subsection by quoting the estimate at arbitrary
time-points, for schemes of arbitrary order under minimal regularity assumptions,
adapted to our case from [10, Section 4]. The estimate highlights the fact that the
natural discrete energy norm for the state variable associated to discontinuous time-
stepping schemes is ‖.‖W (0,T ) = ‖.‖L∞[0,T ;L2(Ω)] + ‖.‖L2[0,T ;H1(Ω)].

Lemma 3.3. Suppose that y0 ∈ W(Ω), f ∈ L2[0, T ;V(Ω)∗]. If (ȳh, ḡh)∈ Yh × Ad
ad

denotes the solution pair of the discrete optimal control problem, then there exists
constant C > 0 depending on 1/ν, Ck and Ω but not on α, τ , h, such that,

‖ȳh‖
2
L∞[0,T ;L2(Ω)] ≤ C(1/α)

(

‖y0‖
2
L2(Ω) + ‖f‖2

L2[0,T ;V(Ω)∗]

)

.

3.3. The discrete optimality system. Using well known techniques and the
stability estimates in W (0, T ), it is easy to show the differentiability of the relation
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g → yh(g), for any g ∈ L2[0, T ;L2(Ω)]. Here, we note that yh(g) is defined by (3.5).

Lemma 3.4. The cost functional Jh : L2[0, T ;L2(Ω)] → R, with Jh(g) := J(yh(g), g),
is well defined, differentiable, and for every g, u ∈ L2[0, T ;L2(Ω)],

J
′

h(g)u =

∫ T

0

(µh(g) + αg, u)dt,

where µh(g) ≡ µg,h ∈ Yh and its associated pressure φg,h ∈ Qh is the unique solution
pair of following problem: For all n = 1, ..., N and for all vh ∈ Pk[tn−1, tn;Yh],
qh ∈ L2[tn−1, tn;Qh],































−(µn
g,h+, v

n
h) +

∫ tn

tn−1

(

〈µg,h, vht〉 + a(vh, µg,h) + b(vh, φg,h)
)

dt

= −(µn−1
g,h+, v

n−1
h+ ) +

∫ tn

tn−1

〈yg,h − yd, vh〉dt,
∫ tn

tn−1

b(µg,h, qh)dt = 0,

where µN
g,+ = 0. Here, yg,h ≡ yh(g) is the solution of (3.5).

Thus, the fully-discrete optimality system takes the following form.

Lemma 3.5. Let (ȳh(ḡh), ḡh) ≡ (ȳh, ḡh) ∈ Yh ×Ad
ad denote the unique optimal pair of

Definition 3.2, and let p̄h ∈ Qh the associated pressure. Then, there exists an adjoint
µ̄h ∈ Yh and an associated pressure φ̄h ∈ Qh satisfying, µ̄N

+ = 0 such that for all
vh ∈ Pk[tn−1, tn;Uh], qh ∈ L2[tn−1, tn;Qh], and for all n = 1, ..., N































(ȳn
h , v

n
h ) +

∫ tn

tn−1

(−〈ȳh, vht〉 + a(ȳh, vh) + b(vh, p̄h)) dt

= (ȳn−1
h , vn−1

h+ ) +

∫ tn

tn−1

(〈f, vh〉 + (ḡh, vh)) dt,
∫ tn

tn−1

b(ȳh, qh)dt = 0,

(3.6)































−(µ̄n
h+, v

n
h) +

∫ tn

tn−1

(

〈µ̄h, vht〉 + a(µ̄h, vh) + b(vh, φ̄h)
)

dt

= −(µ̄n−1
h+ , vn−1

h+ ) +

∫ tn

tn−1

(ȳh − yd, vh) dt,
∫ tn

tn−1

b(µ̄h, qh)dt = 0,

(3.7)

and the following optimality condition holds: For all uh ∈ Ad
ad,

1) Unconstrained Controls:

∫ T

0

(αḡh + µ̄h, uh)dt = 0, (3.8)

2) Constrained Controls:

∫ T

0

(αḡh + µ̄h, uh − ḡh) dt ≥ 0. (3.9)

Stability estimates at partition points and in L2[0, T ;H1(Ω)] can be derived easily,
while for an estimate in L∞[0, T ;L2(Ω)] we refer the reader to [10]. The following
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estimate clearly highlights the fact that the discrete solutions produced by discontin-
uous time-stepping schemes posses the same regularity properties of the continuous
problem.

Lemma 3.6. Let (ȳh, ḡh) denote the discrete optimal solution and (ȳh, µ̄h, ḡh) satisfy
the system (3.6)-(3.7)-(3.8) or (3.9). Then,

‖µ̄h‖L∞[0,T ;H1(Ω)] ≤ C‖ȳh − yd‖L2[0,T ;L2(Ω)],

where C does not depend on α, τ , h but only on 1/ν, Ck, Ω. If in addition, y0 ∈ V(Ω),
f ∈ L2[0, T ;L2(Ω)] then the solution ȳh of (3.6) also satisfies,

‖ȳh‖L∞[0,T ;H1(Ω)] ≤ C.

Proof. The proof is given for the forward in time evolutionary Stokes equations
in [10, Theorem 4.10]. For the backwards in time problem, we simply note that
ȳh − yd ∈ L2[0, T ;W(Ω)], and hence by a simple modification of the technique, we
obtain the desired result.

4. Symmetric error estimates. First, an auxiliary system which plays the
role of a global space-time dG projection is defined. Throughout the remaining of
our paper, we will work with weak formulations that assume the existence of a pres-
sure p̄ ∈ L2[0, T ;L2

0(Ω)] (and hence of ȳt ∈ L2[0, T ;H−1(Ω)]). Hence, the continuous
optimality system consists of the state and adjoint equations (2.8)-(2.9) and the opti-
mality condition (2.6) or (2.7), and the discrete optimality system by (3.6)-(3.7) and
(3.8) or (3.9).

4.1. The fully-discrete projection. Given data f, y0, initial condition w0
h =

y0
h ≡ Phy0, where Phy0 denotes the L2 projection onto the discrete divergence free

space Uh, and zN
+ = 0, we seek (wh, p1h),(zh, φ1h) ∈ Yh×Qh such that for n = 1, ..., N

and for all vh ∈ Pk[tn−1, tn;Yh], qh ∈ Pk[tn−1, tn;Qh],































(wn
h , v

n
h ) +

∫ tn

tn−1

(

− 〈wh, vht〉 + a(wh, vh) + b(vh, p1h)
)

dt

= (wn−1
h , vn−1

h+ ) +

∫ tn

tn−1

(

〈f, vh〉 + (ḡ, vh)
)

dt,
∫ tn

tn−1

b(wh, qh)dt = 0,

(4.1)































−(zn
h+, v

n
h) +

∫ tn

tn−1

(

〈zh, vht〉 + a(zh, vh) + b(vh, φ1h)
)

dt

= −(zn−1
h+ , vn−1

h+ ) +

∫ tn

tn−1

(wh − yd, vh)dt,
∫ tn

tn−1

b(zh, qh)dt = 0.

(4.2)

The solutions wh, zh ∈ Yh exist for any given data f ∈ L2[0, T ;V(Ω)∗], y0 ∈ W(Ω),
and yd ∈ L2[0, T ;L2(Ω)]. In particular, the stability estimates imply that wh, zh ∈
W (0, T ). In addition, due to the enhanced regularity of wh − yd, we also obtain the
stability of zh in L∞[0, T ;H1(Ω)] norm.

12



The solutions of the auxiliary optimality system play the role of “global projections”
onto Yh. The basic estimate on the energy norm of ȳ − wh, µ̄ − zh will be derived
in terms of local L2 projection techniques into the auxiliary system. The following
standard projection associated to discontinuous time-stepping methods for the Navier-
Stokes equations (see e.g. [10, Definitions 4.1, 4.2]) is needed.

Definition 4.1. (1) The projection P loc
n : C[tn−1, tn;L2(Ω)] → Pk[tn−1, tn;Uh]

satisfies (P loc
n v)n = Phv(t

n), and

∫ tn

tn−1

(v − P loc
n v, vh) = 0, ∀ vh ∈ Pk−1[t

n−1, tn;Uh]. (4.3)

Here we have used the convention (P loc
n v)n ≡ (P loc

n v)(tn) and Ph : L2(Ω) → Uh is
the orthogonal projection operator onto discrete divergence free subspace Uh.

(2) The projection P loc
h : C[0, T ;L2(Ω)] → Uh satisfies

P loc
h v ∈ Uh and (P loc

h v)|(tn−1,tn] = P loc
n (v|[tn−1,tn]).

Due to the lack of regularity and the coupling between the time-derivative and the
pressure, we will also need the following generalized dG projection, which will be
applicable when p̄ ∈ L2[0, T ;L2

0(Ω)], ȳt ∈ L2[0, T ;H−1(Ω)]. In particular, motivated
by a similar construction for linear parabolic problems with rough initial data [9,
Section 4], we construct a space-time generalized L2 divergence free projection, which
combines the standard dG time stepping projection, and the generalized L2 projection
Ξh : H−1(Ω) → Uh. For various properties of Ξh see for instance [29, Section 2].
Recall that the definition of Ξh states that 〈v − Ξhv, vh〉 = 0, for all v ∈ H−1(Ω) and
vh ∈ Uh. The projection is well defined in H−1(Ω), and coincides to Ph for v ∈ L2(Ω).

Definition 4.2. (1) The projection Ξloc
n : C[tn−1, tn;H−1(Ω)] → Pk[tn−1, tn;Uh]

satisfies (Ξloc
n v)n = Ξhv(t

n), and

∫ tn

tn−1

〈v − Ξloc
n v, vh〉 = 0, ∀ vh ∈ Pk−1[t

n−1, tn;Uh].

Here we also use the convention (Ξloc
n v)n ≡ (Ξloc

n v)(tn), and Ξh : H−1(Ω) → Uh is
the generalized orthogonal projection operator onto Uh.

(2) The projection Ξloc
h : C[0, T ;H−1(Ω)] → Uh satisfies

Ξloc
h v ∈ Uh and (Ξloc

h v)|(tn−1,tn] = Ξloc
n (v|[tn−1,tn]).

For k = 0, the projection Ξloc
h : C[0, T ;H−1(Ω)] → Uh reduces to Ξloc

h v(t) = Ξhv(t
n)

for all t ∈ (tn−1, tn], n = 1, ..., N .

By definition, Ξloc
h coincides to P loc

h , when v ∈ L2[0, T ;L2(Ω)] i.e., P loc
h v = Ξloc

h v when
v ∈ L2[0, T ;L2(Ω)], and hence exhibits best approximation properties. However, we
emphasize that is also applicable for v ≡ yt ∈ L2[0, T ;H−1(Ω)]. For the backwards
in time problem a modification of the above projections (still denoted by P loc

n , Ξloc
n

respectively) is defined in a similar manner. For example, in addition to relation (4.3),
we need to impose the “matching condition” on the left, i.e., (P loc

n v)n−1
+ = Phv(t

n−1
+ )

instead of imposing the condition on the right.
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In the following Lemma, we collect several results regarding (optimal) rates of con-
vergence for the above projection. Here, the emphasis is placed on the approximation
properties of the generalized projection Ξloc

h , under minimal regularity assumptions,
i.e., for v ∈ L2[0, T ;V(Ω)] ∩H1[0, T ;H−1(Ω)] for the lowest order scheme.

Lemma 4.3. Let Uh ⊂ V(Ω), and P loc
h ,Ξloc

h defined in Definitions 4.1 and 4.2
respectively. Then, for all v ∈ L2[0, T ;Hl+1(Ω) ∩ V(Ω)] ∩Hk+1[0, T ;L2(Ω)]. There
exists constant C independent of h, τ such that

‖v − P loc
h v‖L2[0,T ;L2(Ω)] ≤ C

(

hl+1‖v‖L2[0,T ;Hl+1(Ω)] + τk+1‖v(k+1)‖L2[0,T ;L2(Ω)]

)

,

‖v − P loc
h v‖L2[0,T ;H1(Ω)] ≤ C

(

hl‖v‖L2[0,T ;Hl+1(Ω)] + τk+1/h‖v(k+1)‖L2[0,T ;L2(Ω)]

)

.

Let k = 0, l ≥ 1, and v ∈ L2[0, T ;H2(Ω)∩V (Ω)]∩H1[0, T ;L2(Ω)]. Then, there exists
constant C > 0 independent of h, τ such that,

‖v − P loc
h v‖L2[0,T ;H1(Ω)] ≤ C

(

h‖v‖L2[0,T ;H2(Ω)]

+τ1/2(‖vt‖L2[0,T ;L2(Ω)] + ‖v‖L2[0,T ;H2(Ω)])
)

.

Let k = 0, l ≥ 1, and v ∈ L2[0, T ;V(Ω)] ∩ H1[0, T ;H−1(Ω)]. Then, there exists a
constant C > 0 independent of h, τ such that

‖v − Ξloc
h v‖L2[0,T ;L2(Ω)] ≤ C

(

h‖v‖L2[0,T ;H1(Ω)] + τ1/2‖vt‖L2[0,T ;H−1(Ω)]

)

,

‖v − Ξloc
h v‖L2[0,T ;H1(Ω)] ≤ C

(

‖v‖L2[0,T ;H1(Ω)]

+(τ1/2/h)(‖vt‖L2[0,T ;H−1(Ω)] + ‖v‖L2[0,T ;H1(Ω)])
)

.

Proof. The first estimate is given in [10, Theorem 4.3, and Corollary 4.8]. For
the second one, using [10, Theorem 4.3, Corollary 4.8], and standard approxima-
tion properties of Ph, we obtain for every v ∈ L2[tn−1, tn;Hl+1(Ω)], with v(k+1) ∈
L2[tn−1, tn;L2(Ω)], the following estimates:

‖v − P loc
n v‖L2[tn−1,tn;H1(Ω)]

≤ C
(

‖v − Phv‖L2[tn−1,tn;H1(Ω)] + τk+1‖Phv
(k+1)‖L2[tn−1,tn;H1(Ω)]

)

≤ C
(

hl‖v‖L2[tn−1,tn;Hl+1(Ω)] + (τk+1/h)‖v(k+1)‖L2[tn−1,tn;L2(Ω)]

)

,

where at the last estimate we have used an inverse estimate. Thus the second estimate
is proved. The third estimate is standard, and we omit the proof.

The fourth estimate, follows by well known arguments after simple modifications to
handle the divergence free nature of the projection. For completeness, we state the
main arguments. For any t ∈ (tn−1, tn], adding and subtracting appropriate terms,
and using the definition of Ξloc

h , we obtain,

‖v − Ξloc
h v‖2

L2[0,T ;L2(Ω)] ≤
N
∑

n=1

∫ tn

tn−1

(‖v(t) − v(tn)‖2
L2(Ω) + ‖v(tn) − Ξhv(t

n)‖2
L2(Ω))dt.

For the first term, we define e(t) = v(tn) − v(t), and note that (1/2) d
dt‖e(t)‖

2
L2(Ω) =

〈et, e〉 = −〈vt(t), v(t
n) − v(t)〉. Hence, integrating with respect to time in (s, tn], we

obtain (1/2)
(

‖e(tn)‖2
L2(Ω) − ‖e(s)‖2

L2(Ω)

)

=
∫ tn

s
−〈vt(t), v(t

n) − v(t)〉dt. Note that
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e(tn) = 0, and hence we obtain after integration by parts in time, (1/2)‖e(s)‖2
L2(Ω) =

−〈v(s), v(tn) − v(s)〉 −
∫ tn

s 〈vt(t), v(t)〉dt. Thus, using Young’s inequality, we obtain,

(1/4)‖e(s)‖2
L2(Ω) ≤ ‖v(s)‖2

L2(Ω) +
∫ tn

s
‖vt‖H−1(Ω)‖v‖H1(Ω)dt. Using the embedding

L2[s, tn;H1
0(Ω)]∩H1[s, tn;H−1(Ω)] ⊂ L∞[s, tn;L2(Ω)], Hölder’s inequality, and inte-

grating in time from tn−1 to tn, we finally arrive to

(1/4)

∫ tn

tn−1

‖e(s)‖2
L2(Ω)ds ≤ Cτ

∫ tn

tn−1

(

‖vt‖
2
H−1(Ω) + ‖v‖2

H1(Ω)

)

ds

which implies the desired estimate for the first term. The second term, can be
proven similarly using triangle inequality, and the approximation property ‖v(t) −
Ξhv(t)‖L2(Ω) ≤ Ch‖v‖H1(Ω), (note that v ∈ L2[0, T ;V(Ω)]). For the last estimate,

we will use the previous estimate. Thus, the definition of Ξloc
h for k = 0, l ≥ 1, the

inverse estimate ‖Ξhv‖H1(Ω) ≤ C/h‖Ξhv‖L2(Ω), imply

‖v − Ξloc
h v‖L2[0,T ;H1(Ω)] =

(

N
∑

n=1

∫ tn

tn−1

‖v(t) − Ξhv(t
n)‖2

H1(Ω)dt

)1/2

=

(

N
∑

n=1

∫ tn

tn−1

‖v(t) − Ξhv(t)‖
2
H1(Ω)dt

)1/2

+

(

N
∑

n=1

∫ tn

tn−1

‖Ξhv(t) − Ξhv(t
n)‖2

H1(Ω)dt

)1/2

≤ C‖v‖L2[0,T ;H1(Ω)] +
C

h

(

N
∑

n=1

∫ tn

tn−1

‖Ξhv(t) − Ξhv(t
n)‖2

L2(Ω)dt

)1/2

≤ C‖v‖L2[0,T ;H1(Ω)] +
C

h

(

N
∑

n=1

∫ tn

tn−1

‖v(t) − v(tn)‖2
L2(Ω)dt

)1/2

≤ C‖v‖L2[0,T ;H1(Ω)] +
C

h

(

N
∑

n=1

τ

∫ tn

tn−1

(‖vt‖
2
H−1(Ω) + ‖v‖2

H1(Ω))dt

)1/2

≤ C‖v‖L2[0,T ;H1(Ω)] + C
τ1/2

h
(‖vt‖L2[0,T ;H−1(Ω)] + ‖v‖L2[0,T ;H1(Ω)]).

for all v ∈ L2[0, T ;V(Ω)]∩H1[0, T ;H−1(Ω)], which completes the proof of the fourth
estimate.

Remark 4.4. (1) The last estimate of the above Lemma in L2[0, T ;H1Ω)] norm, re-
quires the time-step restriction of τ ≤ Ch2 due to the lack of regularity with respect to
time. For the second estimate, we also note that if more regularity is available, the in-
verse estimate is not necessary. In particular if v(k+1) ∈ L2[0, T ;H1(Ω)], then the im-
proved rate of O(hl + τk+1) holds in ‖.‖L2[0,T ;H1(Ω)] norm. However, we note that for
the lowest order scheme k = 0, l ≥ 1, the increased regularity vt ∈ L2[0, T ;H1(Ω)] is
not available at least in presence of control constraints. Hence, we emphasize that the
lack of regularity acts as a barrier for developing a true higher order scheme. Working
similarly we also obtain an estimate at arbitrary time-points, (see for instance [10]).
(2) It is worth noting that approximation properties of Ξloc

h in ‖.‖L2[0,T ;H−1(Ω)] norm
(see for instance [29, Proposition 2.12]) hold only on the divergence free subspace,
V−1 ≡ {v ∈ H−1(Ω) : divv = 0} endowed with the norm ‖.‖V−1 = ‖.‖H−1 . Here, the
divergence free condition is understood as follows:

〈v,∇φ〉 = 0 ∀φ ∈ H2
0 (Ω) ≡ {φ ∈ H2(Ω) ∩H1

0 (Ω) : (∇φ)|Γ = 0},

15



where 〈., .〉 ≡ 〈., .〉H−1,H1
0
. We refer the reader to [29, Section 2.3] for a detailed

analysis of the projection and its properties, but we point out that in the subsequent
analysis the use of ‖.‖L2[0,T ;H−1(Ω)] projection estimates is not needed.

The next result states that the error related to the auxiliary projection is as good as
the local dG projection error allows it to be, and hence it is optimal in the sense of
the available regularity.

Theorem 4.5. Let f ∈ L2[0, T ;H−1(Ω)] and y0 ∈ W(Ω) be given, and (ȳ, p̄), (µ̄, φ̄) ∈
W (0, T ) × L2[0, T ;L2

0(Ω)] be the solutions of (2.8)-(2.9) and optimality conditions
(2.6) or (2.7), and wh, zh ∈ Uh be the solutions of (4.1)-(4.2). Denote by ē = ȳ−wh,
r̄ = µ̄ − zh and let ep ≡ ȳ − Ξloc

h ȳ, rp = µ̄ − P loc
h µ̄, where P loc

h ,Ξloc
h are defined in

Definitions 4.1 and 4.2. Then, there exists an algebraic constant C > 0 depending
only on Ω such that, for any qh ∈ L2[0, T ;L2

0(Ω)],

(1 ) ‖ē‖2
W (0,T ) +

N−1
∑

i=0

‖[ēi]‖2
L2(Ω) ≤ C

(

‖ē0‖2
L2(Ω)

+(1/ν)
(

‖ep‖
2
W (0,T ) + ‖p̄− qh‖

2
L2[0,T ;L2(Ω)]

))

,

(2 ) ‖r̄‖2
W (0,T ) +

N
∑

i=1

‖[r̄i]‖2
L2(Ω) ≤ C(1/ν)

(

‖ē‖2
L2[0,T ;L2(Ω)]

+‖rp‖
2
W (0,T ) + ‖φ̄− qh‖

2
L2[0,T ;L2(Ω)]

)

,

(3 ) ‖ē‖L2[0,T ;L2(Ω)] ≤ C(1/ν)
(

ν‖ep‖L2[0,T ;L2(Ω)]

+τ1/2(‖ep‖L2[0,T ;H1(Ω)] + ‖p̄− qh‖L2[0,T ;L2(Ω)])
)

,

(4 ) ‖r̄‖L2[0,T ;L2(Ω)] ≤ C
(

ν‖ē‖L2[0,T ;L2(Ω)] + ‖rp‖L2[0,T ;L2(Ω)]

+τ1/2(‖rp‖L2[0,T ;H1(Ω)] + ‖φ̄− qh‖L2[0,T ;L2
0
(Ω)])

)

.

Here, w0
h = y0

h = Phy0, and C a constant depending upon on the domain Ω.

Proof. Estimates (1)-(2): Throughout this proof, we denote by ē = ȳ−wh, r̄ = µ̄−zh

and we split ē, r̄ to ē ≡ e1h + ep ≡ (Ξloc
h ȳ−wh)+ (ȳ−Ξloc

h ȳ), r̄ ≡ r1h + rp ≡ (P loc
h µ̄−

zh)+ (µ̄−P loc
h µ̄), where P loc

h , Ξloc
h are defined in Definitions 4.1 and 4.2. Subtracting

(4.1) from (2.8), and (4.2) from (2.9) we obtain the orthogonality condition: For
n = 1, ..., N , and for all vh ∈ Pk[tn−1, tn;Yh], qh ∈ Pk[tn−1, tn;Qh],














(ēn, vn
h) +

∫ tn

tn−1

(

− 〈ē, vht〉 + a(ē, vh) + b(vh, p̄− p1h)
)

dt = (ēn−1, vn−1
h+ ),

∫ tn

tn−1

b(ȳ − wh, qh)dt = 0,

(4.4)































−(r̄n
+, v

n
h ) +

∫ tn

tn−1

(

〈r̄, vht〉 + a(r̄, vh) + b(vh, φ̄− φ1h)
)

dt

= −(r̄n−1
+ , vn−1

h+ ) +

∫ tn

tn−1

(ē, vh)dt,
∫ tn

tn−1

b(µ̄− zh, qh)dt = 0.

(4.5)

Note that the orthogonality condition (4.4) is essentially uncoupled and identical to
the orthogonality condition of [10, Equation (4.4)]. Hence applying [10, Theorems
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4.6 and 4.7], we derive the first estimate. For the second estimate, we note that
the orthogonality condition (4.5) is equivalent to: For n = 1, ..., N , and for all vh ∈
Pk[tn−1, tn;Yh], qh ∈ Pk[tn−1, tn;Qh],































−(rn
1h+, v

n
h ) +

∫ tn

tn−1

(

〈r1h, vht〉 + a(r1h, vh) + b(vh, φ̄− φ1h)
)

dt

= −(rn−1
1h+ , v

n−1
h+ ) +

∫ tn

tn−1

(

(ē, vh) − a(rp, vh)
)

dt,
∫ tn

tn−1

b(µ̄− zh, qh)dt = 0.

(4.6)

Here, we have used the Definition 4.1 of the projection P loc
h , which implies that

∫ tn

tn−1〈rp, vht〉dt = 0 and (rn
p+, v

n) = 0. Setting vh = r1h ∈ Uh into (4.6), using the

incompressibility constraint to write,
∫ tn

tn−1 b(r1h, φ̄ − φ1h) =
∫ tn

tn−1 b(r1h, φ̄ − qh) we
obtain,

−(1/2)‖rn
1h+‖

2
L2(Ω) + (1/2)‖[rn

1h]‖2
L2(Ω) + (1/2)‖rn−1

1h+‖2
L2(Ω) + (ν/4)

∫ tn

tn−1

‖r1h‖
2
H1(Ω)dt

≤ C

∫ tn

tn−1

(

(1/ν)‖ē‖2
L2(Ω) + (1/ν)‖rp‖

2
H1(Ω) + ‖φ̄− qh‖

2
L2(Ω)

)

dt. (4.7)

Summing inequalities (4.7), we obtain the estimate in L2[0, T ;H1(Ω)], and at partition
points using triangle inequality. Once the estimate for ‖r̄‖L2[0,T ;H1(Ω)] is obtained,
the estimate in L∞[0, T ;L2(Ω)] follows using the arguments of Theorem [10, Theorem
4.7], modified to handle the backwards in time Stokes equation.

Estimates (3) and (4): We turn our attention to the last two estimates. In order to
obtain the improved rate for the L2[0, T ;L2(Ω)] norm we employ a duality argument to
derive a better bound for the quantity ‖e1h‖2

L2[0,T ;L2(Ω)]. For this purpose, we employ

the duality argument of [5, Section 3] or [9, Lemma 4.3] in order to handle arbitrary
order schemes, and the discrete incompressibility constraint. We define a backwards
in time evolutionary problem with right hand side e1h ∈ L2[0, T ;L2(Ω)], and zero
terminal data, i.e., for n = 1, ..., N and for all v ∈ L2[0, T ;H1(Ω)]∩H1[0, T ;H−1(Ω)],
we seek (z, ψ) ∈ W (0, T )× L2[0, T ;L2

0(Ω)] such that















∫ T

0

(

〈z, vt〉 + a(v, z) + b(v, ψ)
)

dt+ (z(0), v(0)) =

∫ T

0

(e1h, v)dt,
∫ T

0

b(z, q)dt = 0 ∀ q ∈ L2[0, T ;L2
0(Ω)].

(4.8)

Note that since e1h ∈ L∞[0, T ;W(Ω)], then Remark 2.1 implies that the following
estimate hold:

‖z‖L2[0,T ;H2(Ω)] + ‖zt‖L2[0,T ;L2(Ω)] + ‖ψ‖L2[0,T ;H1(Ω)] ≤ C‖e1h‖L2[0,T ;L2(Ω)]. (4.9)

The lack of regularity of the right hand side of (4.8) due to the presence of dis-
continuities, implies that we can not improve regularity of z in [0, T ]. The associ-
ated discontinuous time-stepping scheme can be defined as follows: Given, terminal
data zN

h+ = 0, we seek (zh, ψh) ∈ Yh × Qh such that for all vh ∈ Pk[tn−1, tn;Yh],
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qh ∈ Pk[tn−1, tn;Qh],































−(zn
h+, v

n
h) +

∫ tn

tn−1

(

(zh, vht) + a(zh, vh) + b(ψh, vh)
)

dt

+(zn−1
h+ , vn−1

h+ ) =

∫ tn

tn−1

(e1h, vh)dt,
∫ tn

tn−1

b(zh, qh)dt = 0.

(4.10)

Hence using Lemma 3.6, we obtain ‖zh‖L∞[0,T ;H1(Ω)] ≤ Ck‖e1h‖L2[0,T ;L2(Ω)]. It is
now clear that we have the following estimate for z − zh, which is a straightforward
application of the previous estimates in L2[0, T ;H1(Ω)], the approximation properties
of Lemma 4.3, of projections P loc

h ,Ξloc
h , (see for instance [10, Theorem 4.6]),

ν‖z − zh‖L2[0,T ;H1(Ω)] (4.11)

≤ C
(

h+ τ1/2
)

(

‖z‖L2[0,T ;H2(Ω)] + ‖zt‖L2[0,T ;L2(Ω)] + ‖ψ‖L2[0,T ;H1(Ω)]

)

≤ C
(

h+ τ1/2
)

‖e1h‖L2[0,T ;L2(Ω)].

We note that the lack of regularity on the right hand side, restricts the rate of con-
vergence to the rate given by the lowest order scheme l ≥ 1, k = 0, even if high order
schemes (in time) are chosen. Setting vh = e1h, into (4.10), and using the fact that
∫ tn

tn−1 b(e1h, ψh)dt = 0 we obtain,

−(zn
h+, e

n
1h) +

∫ tn

tn−1

(zh, e1ht) + a(e1h, zh)dt+ (zn−1
h+ , en−1

1h+) =

∫ tn

tn−1

‖e1h‖
2
L2(Ω)dt.

Integrating by parts in time, we deduce,

−(zn
h+, e

n
1h) + (zn

h , e
n
1h) +

∫ tn

tn−1

(

− (zht, e1h) + a(zh, e1h)
)

dt

=

∫ tn

tn−1

‖e1h‖
2
L2(Ω)dt. (4.12)

Setting vh = zh into (4.4) and using ē = ep + e1h, the definition of projection Ξloc
h

of Definition 4.2, and the fact that
∫ tn

tn−1 b(zh, p̄ − p1h)dt =
∫ tn

tn−1 b(zh, p̄ − qh)dt we
obtain,

(en
1h, z

n
h) +

∫ tn

tn−1

(

− (e1h, zht) + a(e1h, zh)
)

dt− (en−1
1h , zn−1

h+ )

= −

∫ tn

tn−1

(

a(ep, zh) + b(zh, p− qh)
)

dt. (4.13)

Here, we have also used the fact that the definition of projection Ξloc
h of Definition

4.2, implies that (en
p , z

n
h ) = 0,

∫ tn

tn−1(ep, vht)dt = 0 and (en−1
p , zn−1

h+ ) = 0. Using (4.12)
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to replace the first three terms of (4.13) we arrive to

(zn
h+, e

n
1h) − (en−1

1h , zn−1
h+ ) +

∫ tn

tn−1

‖e1h‖
2
L2(Ω)dt

= −

∫ tn

tn−1

(

a(ep, zh) + b(zh, p̄− qh))dt

= −

∫ tn

tn−1

(

a(ep, zh − z) + a(ep, z) + b(zh − z, p̄− qh)
)

dt

= −

∫ tn

tn−1

(

a(ep, zh − z) − ν(ep,∆z) + b(zh − z, p̄− qh)
)

dt,

where at the last two equalities we have used integration by parts (in space), and the

incompressibility constraint which implies that
∫ tn

tn−1 b(z, p− qh)dt = 0. Therefore,

∫ tn

tn−1

‖e1h‖
2
L2(Ω)dt+ (zn

h+, e
n
1h) − (en−1

1h , zn−1
h+ ) ≤

∫ tn

tn−1

ν‖zh − z‖H1(Ω)‖ep‖H1(Ω)dt

+

∫ tn

tn−1

(

ν‖ep‖L2(Ω)‖∆z‖L2(Ω) + ‖z − zh‖H1(Ω)‖p̄− qh‖L2(Ω)

)

dt.

Then summing the above inequalities and using the fact that zN
+ ≡ 0 and e01h = 0 (by

definition) and rearranging terms, we obtain

(1/2)‖e1h‖
2
L2[0,T ;L2(Ω)] ≤ C

(

ν‖ep‖L2[0,T ;L2(Ω)]‖z‖L2[0,T ;H2(Ω)]

+ν‖zh − z‖L2[0,T ;H1(Ω)]

(

‖ep‖L2[0,T ;H1(Ω)] + (1/ν)‖p− qh‖L2[0,T ;L2(Ω)]

)

)

≤ C
(

ν‖ep‖L2[0,T ;L2(Ω)]‖e1h‖L2[0,T ;L2(Ω)]

+(h+ τ1/2)‖e1h‖L2[0,T ;L2(Ω)]

(

‖ep‖L2[0,T ;H1(Ω)] + (1/ν)‖p− qh‖L2[0,T ;L2(Ω)]

)

)

.

Here, we have used the Cauchy-Schwarz inequality, the stability bounds of dual equa-
tion (4.9), i.e., and the error estimates (4.11) on zh − z. Finally, the estimate on
‖r̄‖L2[0,T ;L2(Ω)] follows by using a similar duality argument.

Remark 4.6. The combination of the last two Theorems implies the “symmetric,
regularity free” structure of our estimate. In particular, suppose that the initial data
y0 ∈ W(Ω), and the forcing term f ∈ L2[0, T ;H−1(Ω)], and we define the natural
energy norm ‖|(v1, v2)|‖W (0,T ) ≡ ‖v1‖W (0,T ) + ‖v2‖W (0,T ) endowed by the weak for-
mulation. Then, the estimate under minimal regularity assumptions can be written as
follows:

‖|(ē, r̄)|‖W (0,T ) ≤ C(‖|(ep, rp)|‖W (0,T ) + ‖p̄− qh‖L2[0,T ;L2(Ω)] + ‖φ̄− qh‖L2[0,T ;L2(Ω)]).

The above estimate indicates that the error is as good as the approximation properties
enables it to be, under the natural parabolic regularity assumptions; and it can be
viewed as the fully-discrete analogue of Céa’s Lemma (see e.g. [11]). Hence, the rates
of convergence for ē, r̄ depend only on the approximation and regularity results, via
the projection error ep as indicated in Lemma 4.3 and Remark 4.4. For example, if
the Taylor-Hood element is being used, and ȳ ∈ L2[0, T ;V(Ω)] ∩ H1[0, T ;H−1(Ω)],
p̄ ∈ L2[0, T ;L2

0(Ω)], then for for τ ≤ Ch2 we obtain that
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1. ‖ep‖L2[0,T ;H1(Ω)] ≤ C, ‖p̄− qh‖L2[0,T ;L2(Ω)] ≤ C,

2. ‖ep‖L2[0,T ;L2(Ω)] ≤ Ch‖y‖L2[0,T ;H1(Ω)] + τ1/2‖yt‖L2[0,T ;H−1(Ω)].

Therefore, the above estimates, and Theorem 4.5, imply ‖ē‖L2[0,T ;L2(Ω)] ≈ O(h), for
τ ≤ Ch2. Obviously the estimate of Theorem 4.5 is applicable even in case more reg-
ular solutions. For example, for smooth solutions, the Taylor-Hood element combined
with the dG time-stepping scheme of order k will allow the following rates,

1. ‖ep‖L2[0,T ;H1(Ω)] ≤ C(h2 + τk+1)

2. ‖ep‖L2[0,T ;L2(Ω)] ≤ C(h3 + τk+1)

Thus, Theorem 4.5, implies that ‖ē‖L2[0,T ;H1(Ω)] ≈ O(h2 + τk+1), ‖r̄‖L2[0,T ;H1(Ω)] ≈

O(h2 + τk+1), ‖ē‖L2[0,T ;L2(Ω)] ≈ O(h3 + τk+1) and ‖r̄‖L2[0,T ;L2(Ω)] ≈ O(h3 + τk+1).

4.2. Unconstrained Controls: Symmetric estimates for the optimality
system. It remains to compare the discrete optimality system (3.6)-(3.7)-(3.8) to the
auxiliary system (4.1)-(4.2).

Lemma 4.7. Let (ȳh, p̄h),(µ̄h, φ̄h),(wh, p1h),(zh, φ1h) ∈ Yh ×Qh be the solutions the
discrete optimality system (3.6)-(3.7)-(3.8) and of the auxiliary system (4.1)-(4.2)
respectively. Denote by ē ≡ ȳ−wh, r̄ ≡ µ̄− zh, and let e2h ≡ wh − ȳh, r2h ≡ zh − µ̄h.
Then there exists algebraic constant C > 0 such that:

‖e2h‖L2[0,T ;L2(Ω)] + (1/α1/2)‖r2h‖L2[0,T ;L2(Ω)] ≤ C(1/α1/2)‖r̄‖L2[0,T ;L2(Ω)].

In addition, the following estimates hold:

‖eN
2h‖

2
L2(Ω) +

N−1
∑

i=0

‖[ei
2h]‖2

L2(Ω) + ν

∫ T

0

‖e2h‖
2
H1(Ω)dt ≤ (C/α3/2)

∫ tn

tn−1

‖r̄‖2
L2(Ω))dt,

‖r02h+‖
2
L2(Ω) +

N
∑

i=1

‖[ri
2h]‖2

L2(Ω) + ν

∫ T

0

‖r2h‖
2
H1(Ω)dt ≤ (C/α1/2)

∫ T

0

‖r̄‖2
L2(Ω)dt,

where C is constant depending only upon Ω.

Proof. Subtracting (3.7) from (4.2) we obtain the equation: For n = 1, ..., N , vh ∈
Pk[tn−1, tn,Yh], qh ∈ Pk[tn−1, tn;Qh]































−(rn
2h+, v

n) +

∫ tn

tn−1

(

〈r2h, vht〉 + a(r2h, vh) + b(vh, φ1h − φ̄h)
)

dt

= −(rn−1
2h+ , v

n−1
+ ) +

∫ tn

tn−1

(e2h, vh)dt
∫ tn

tn−1

b(r2h, qh)dt = 0.

(4.14)

Subtracting (3.6) from (4.1) and using the optimality conditions (2.6), and (3.8), to
replace ḡ and ḡh respectively, we obtain: For n = 1, ..., N , for all vh ∈ Pk[tn−1, tn,Yh],
qh ∈ Pk[tn−1, tn;Qh],































(en
2h, v

n) +

∫ tn

tn−1

(

− 〈e2h, vht〉 + a(e2h, vh) + b(vh, p1h − p̄h)
)

dt

= (en−1
2h , vn−1

+ ) +

∫ tn

tn−1

−(1/α)(µ̄− µ̄h, vh)dt,
∫ tn

tn−1

b(e2h, qh)dt = 0.

(4.15)
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We set vh = e2h into (4.14) and note that
∫ tn

tn−1 b(e2h, φ1h − φ̄h)dt = 0, to obtain

−(rn
2h+, e

n
2h) +

∫ tn

tn−1

(

〈r2h, e2ht〉 + a(r2h, e2h)
)

dt (4.16)

+(rn−1
2h+ , e

n−1
2h+) =

∫ tn

tn−1

‖e2h‖
2
L2(Ω)dt.

Setting vh = r2h into (4.15), and noting
∫ tn

tn−1 b(r2h, p1h − p̄h)dt = 0 we deduce,

(en
2h, r

n
2h) +

∫ tn

tn−1

(

− 〈e2h, r2ht〉 + a(e2h, r2h)
)

dt (4.17)

−(en−1
2h , rn−1

2h+) =

∫ tn

tn−1

(

− (1/α)〈r̄, r2h〉 − (1/α)‖r2h‖
2
L2(Ω)

)

dt.

Integrating by parts with respect to time in (4.17), and subtracting the resulting
equation from (4.16), we arrive to

(rn
2h+, e

n
2h) − (en−1

2h , rn−1
2h+ ) +

∫ tn

tn−1

(

‖e2h‖
2
L2(Ω) + (1/α)‖r2h‖

2
L2(Ω)

)

dt (4.18)

= −(1/α)

∫ tn

tn−1

〈r̄, r2h〉dt.

Using Young’s inequality to bound the right hand side, adding the resulting inequal-
ities from 1 to N , and noting that

∑N
n=1

(

(rn
2h+, e

n
2h) − (en−1

2h , rn−1
2h+ )

)

= 0 (since

e02h ≡ 0, rN
2h+ = 0) we obtain the first estimate. For the second estimate, we simply

set vh = e2h into (4.15) and use the previous estimate on r2h. Finally, the third esti-
mate easily follows by setting vh = r2h into (4.14), the estimate on ‖e2h‖L2[0,T ;L2(Ω)]

and standard algebra.

Various estimates can be derived, using results of Theorem 4.5 and Lemma 4.7 and
standard approximation theory results. We begin by stating an almost symmetric
error estimates which can be viewed as the analogue of the classical Céa’s Lemma.

Theorem 4.8. Let (ȳh, p̄h),(µ̄h, φ̄h) ∈ Yh × Qh and (ȳ, p̄), (µ̄, φ̄) ∈ W (0, T ) ×
L2[0, T ;L2

0(Ω)] denote the solutions of the discrete and continuous optimality systems
(3.6)-(3.7)-(3.8) and (2.8)-(2.9)-(2.6) respectively. Let ep = ȳ−Ξloc

h ȳ, rp = µ̄−P loc
h µ̄

denote the projection error, where P loc
h , Ξloc

h defined in Definition of 4.1, and 4.2 re-
spectively. Then, the following estimate holds for the error e = ȳ− ȳh and r = µ̄− µ̄h:

‖|(e, r)|‖W (0,T ) ≤ C̃(1/α3/2)(‖|(ep, rp)|‖W (0,T ) + ‖p̄− qh‖L2[0,T ;L2(Ω)]

+‖φ̄− qh‖L2[0,T ;L2(Ω)])

where C̃ depends upon constants of Theorem 4.5, and Lemma 4.7, 1/ν2, and is inde-
pendent of τ, h, α, and qh ∈ Qh arbitrary.

Proof. First, we observe that an estimate for ‖e2h‖L∞[0,T ;L2(Ω)] and ‖r2h‖L∞[0,T ;L2(Ω)]

can be derived identical to [10, Theorem 4.6] since the (4.14)-(4.15) are uncoupled
due to the estimate of Lemma 4.7. Therefore, the estimate follows by using triangle
inequality and previous estimates of Theorem 4.5 and Lemma 4.7.

An improved estimate for the L2[0, T ;L2(Ω)] norm for the state, and adjoint follow
by combining the estimates of Theorem 4.5, and the first estimate of Lemma 4.7.
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Theorem 4.9. Suppose that y0 ∈ W(Ω), f ∈ L2[0, T ;H−1(Ω)], and the assumptions
of Theorem 4.5 and Lemma 4.7 hold. Let ep = ȳ − Ξloc

h ȳ, rp = µ̄− P loc
h µ̄ denote the

projection error, where P loc
h , Ξloc

h defined in Definition of 4.1, and 4.2 respectively.
Then, there exists a constant C depending upon Ω, 1/ν such that,

‖e‖L2[0,T ;L2(Ω)] ≤ C(1/α1/2)
(

‖ep‖L2[0,T ;L2(Ω)] + ‖rp‖L2[0,T ;L2(Ω)]

+τ1/2(‖ep‖L2[0,T ;H1(Ω)] + ‖p̄− qh‖L2[0,T ;L2(Ω)])

+τ1/2(‖rp‖L2[0,T ;H1(Ω)] + ‖φ̄− qh‖L2[0,T ;L2(Ω)])
)

‖r‖L2[0,T ;L2(Ω)] ≤ C
(

‖ep‖L2[0,T ;L2(Ω)] + ‖rp‖L2[0,T ;L2(Ω)]

+τ1/2(‖ep‖L2[0,T ;H1(Ω)] + ‖p̄− qh‖L2[0,T ;L2(Ω)])

+τ1/2(‖rp‖L2[0,T ;H1(Ω)] + ‖φ̄− qh‖L2[0,T ;L2(Ω)])
)

.

Proof. Both estimates follow by using triangle inequality and previous estimates of
Theorem 4.5, Lemma 4.7.

We close this subsection by stating convergence rates in two cases for the Taylor-Hood
element, depending on the available regularity. Obviously a variety of other estimates
can be derived, depending on the chosen elements.

Proposition 4.10. Suppose that the assumptions of Theorem 4.5 and Lemma 4.7
hold.
1 ) Let y0 ∈ W(Ω), f ∈ L2[0, T ;H−1(Ω)], and there exists p̄ ∈ L2[0, T ;L2

0(Ω)], such
that the weak formulation (2.8) is valid. Assume that the Taylor-Hood element are
being used to construct the subspaces and piecewise constants polynomials k = 0 for
the temporal discretization. Then, for τ ≤ Ch2 we obtain,

‖e‖L2[0,T ;L2(Ω)] ≤ Ch and ‖r‖L2[0,T ;L2(Ω)] ≤ Ch.

2 ) Let ȳ, µ̄ ∈ L2[0, T ;H3(Ω) ∩ V(Ω)] ∩ Hk+1[0, T ;H1(Ω)], p̄, φ̄ ∈ L2[0, T ;H2(Ω) ∩
L2

0(Ω). Suppose that the Taylor-Hood element combined with piecewise polynomials of
degree k for the temporal discretization are being used, then the following rates hold:

‖(e, r)‖W (0,T ) ≤ C̃(1/α3/2)
(

h2 + τk+1
)

,

‖e‖L2[0,T ;L2(Ω)] ≤ C(1/α1/2)
(

h3 + τk+1 + τ1/2(h2 + τk+1)
)

,

‖r‖L2[0,T ;L2(Ω)] ≤ C
(

h3 + τk+1 + τ1/2(h2 + τk+1)
)

.

Proof. The rates directly follow from Theorem 4.5, Theorem 4.9, Lemma 4.3 and
Remark 4.6.

4.3. Control Constraints: The variational discretization approach. We
demonstrate that the variational discretization approach of Hinze ([26]) can be used
within our framework. In the variational discretization approach the control is not
discretized explicitly, and in particular we define Ad

ad ≡ Aad. Thus, our discrete
optimal control problem now coincides to: Minimize functional

Jh(yh(g), g) =
1

2

∫ T

0

‖yh(g) − yd‖
2
L2(Ω)dt+

α

2

∫ T

0

‖g‖2
L2(Ω)dt
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subject to (3.5), where yh(g) ∈ Yh denotes the solution of (3.5) with right hand side
given control g ∈ L2[0, T ;L2(Ω)]. The optimal control (abusing the notation, denoted
again by ḡh) satisfies the following first order optimality condition,

J
′

h(ḡh)(u − ḡh) ≥ 0, for all u ∈ L2[0, T ;L2(Ω)],

where ḡh takes the form ḡh = Proj[ga,gb](−
1
α µ̄h(ḡh)), similar to continuous case. We

note that the ḡh is not in general a finite element function corresponding to our finite
element mesh. Thus its algorithmic construction requires extra care (see e.g. [26]).
However, in most cases the quantity of interest is the state variable, and not the
control. For the second derivative we easily obtain an estimate independent of ḡ, ḡh,
and in particular,

J
′′

h (u)(ũ, ũ) ≥ α‖ũ‖2
L2[0,T ;L2(Ω)], for all ũ ∈ L2[0, T ;L2(Ω)].

Theorem 4.11. Let y0 ∈ W(Ω), f ∈ L2[0, T ;H−1(Ω)], and yd ∈ L2[0, T ;L2(Ω)], and
the there exists an associated pressure p̄ ∈ L2[0, T ;L2

0(Ω)]. Suppose that Ad
ad ≡ Aad

and let ḡ, ḡh denote the solutions of the corresponding continuous and discrete optimal
control problems. Then, the following estimate hold:

‖ḡ − ḡh‖L2[0,T ;L2(Ω)] ≤ C(1/α)‖µ(ḡ) − µh(ḡ)‖L2[0,T ;L2(Ω)]

≤ C(‖ep‖L2[0,T ;L2(Ω)] + ‖rp‖L2[0,T ;L2(Ω)]

+τ1/2(‖ep‖L2[0,T ;H1(Ω)] + ‖p̄− qh‖L2[0,T ;L2(Ω)])

+τ1/2(‖rp‖L2[0,T ;H1(Ω)] + ‖φ̄− qh‖L2[0,T ;L2(Ω)]),

where (µh(ḡ), φh(ḡ)) and (µ(ḡ), φ̄) denote the solutions of (3.7) and (2.9) respectively,
and ep ≡ y(ḡ) − Ξloc

h y(ḡ), rp = µ(ḡ) − P loc
h µ(ḡ) the corresponding projection errors.

Furthermore, if τ ≤ Ch2,

‖ḡ − ḡh‖L2[0,T ;L2(Ω)] ≤ Ch.

Proof. We note that Ad
ad ≡ Aad, and hence the first order necessary conditions imply

that

J
′

h(ḡh)(ḡ − ḡh) ≥ 0 and J
′

(ḡ)(ḡ − ḡh) ≤ 0. (4.19)

Therefore, using the second order condition and the mean value theorem, we obtain
for any u ∈ L2[0, T ;L2(Ω)], (and hence for the one resulting from the mean value
theorem) and inequalities (4.19),

α‖ḡ − ḡh‖
2
L2[0,T ;L2(Ω)] ≤ J

′′

h (u)(ḡ − ḡh, ḡ − ḡh)

= J
′

h(ḡ)(ḡ − ḡh) − J
′

h(ḡh)(ḡ − ḡh) ≤ J
′

h(ḡ)(ḡ − ḡh) − J
′

(ḡ)(ḡ − ḡh)

=

∫ T

0

(µh(ḡ) − µ(ḡ), ḡ − ḡh)dt ≤ C‖µh(ḡ) − µ(ḡ)‖L2[0,T ;L2(Ω)]‖ḡ − ḡh‖L2[0,T ;L2(Ω)],

which clearly implies the first estimate. Now, a rate of convergence can be obtained
using similar arguments to Theorem 4.5. Indeed, note that subtracting (3.7) from
(2.9) and setting r̄ = µh(ḡ) − µ(ḡ), and ē = yh(ḡ) − y(ḡ). Using the estimates of
Theorem 4.5, and the rates of Proposition 4.10, we obtain the desired estimate, after
noting the reduced regularity of ē.
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4.4. Numerical experiments. The following examples are based on the one
presented in [21]. The pressure and the velocity must be discretized in compatible
finite element spaces, satisfying appropriate inf-sup condition. Here, we employ the
Taylor Hood P2/P1 element for the spatial approximation of the velocity/pressure.
For the time approximation we use dG time stepping schemes of order k = 0, k = 1,
i.e., piecewise constants and piecewise linears respectively. Our example, focus on
the unconstrained control case, where a classical boot-strap argument implies smooth
solutions for the state and adjoint variables, for smooth data. We consider a numerical
test in the case k = 0, and three examples in the case k = 1 for the model problem in
Ω × [0, T ] = [0, 2]2 × [0, 0.1], choosing ȳ|Γ = 0 with known analytical exact solution:

ȳ = (ȳ1, ȳ2) = ((cos(2jx) − 1) sin(2my), sin(2mx)(1 − cos(2jy)))e−νtλ2/2,

p̄ = e−νtλ2

((sin(jx)2 sin(my)2λ2)/k2 + (cos(2jx) − 1)2 sin(2my)2

+ sin(2mx)2(1 − cos(2jy))2)/2,

ḡ = (ḡ1, ḡ2),

where

ḡ1 = ((((jν sin(jx)2 − jν cos(jx)2 + jν) cos(my) sin(my)λ2 + ((−8km2 − 8j3) sin(jx)2

+(8jm2 + 8j3) cos(jx)2 − 8jm2) cos(my) sin(my)))/j,

ḡ2 = (((j2ν sin(2mx) cos(2jy) − j2ν sin(2mx))λ2 + (−8j2m2 − 8j4) sin(2mx) cos(2jy)

+8j2m2 sin(2mx)))/(2j2))e−νtλ2/2,

initial velocity ȳ0 = ((cos(2jx)−1) sin(2my), sin(2mx)(1−cos(2jy))) and target Ud =
(Ud1

, Ud2
) = (0.5, 0.5).

The forcing term f = (f1, f2) can be easily computed according to the Stokes equation.
We expect for the velocity O(h3 + τk+1) and O(h2 + τk+1) rates of convergence for
the L2[0, T ;L2(Ω)] and L2[0, T ;H1(Ω)] norms respectively. In all examples, we fix
the regularization parameter in the functional chosen as α = 10−4, and the free
parameters (adapted from [10]) ν = 1, j = π, m = π, and λ = 1. The optimal control
problem is solved by the finite element toolkit FreeFem++ (see [24]) using a gradient
algorithm method.
Numerical Test 1 (k = 0). In the first example, we will use τ = h2/8. We expect
‖e‖L2[0,T ;L2(Ω)] = O(h2) and ‖e‖L2[0,T ;H1(Ω)] = O(h2). For this choice of mesh the
corresponding errors are shown in the Table 4.1, and the expected average rate is also
validated.

Table 4.1

Experiment 1-Rates of convergence for k = 0 and τ = h2/8.

Discretization Velocity - Control Error

τ = h2/8 ‖e‖L2[0,T ;L2(Ω)] ‖e‖L2[0,T ;H1(Ω)] ‖ḡ − ḡh‖L2[0,T ;L2(Ω)]

h = 0.4714050 0.110215 1.81853 5.33150

h = 0.2357022 0.011512 0.43118 0.63211

h = 0.1178511 0.002031 0.11109 0.11369

h = 0.0589255 0.001255 0.02922 0.07081

Conv. rate 2.152143 1.98600 2.07596

Numerical Test 2 (k = 1). Now, we turn our attention to the case of piecewise
linear (in time) discretization. Recall, that our analysis allows to time-stepping ap-
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proaches of the form τ ≈ h, hence in the following example we set τ = h/16. We
expect ‖e‖L2[0,T ;L2(Ω)] = O(h2), ‖e‖L2[0,T ;H1(Ω)] = O(h2). For this choice of mesh the
corresponding errors are shown in the Table 4.2. We also emphasize that the almost
“coarse” time stepping choice τ ≈ h still gives the expected theoretical rates, which
highlights the “implicit” nature of dG time stepping schemes. Here, we also note that
the penalty parameter satisfies α << h, in all mesh-size choices.

Table 4.2

Experiment 2-Rates of convergence for k=1 with τ = h/16.

Discretization Velocity - Control Error

τ = h/16 ‖e‖L2[0,T ;L2(Ω)] ‖e‖L2[0,T ;H1(Ω)] ‖ḡ − ḡh‖L2[0,T ;L2(Ω)]

h = 0.4714050 0.108866 2.315120 5.470750

h = 0.2357022 0.010535 0.453111 0.607322

h = 0.1178511 0.001838 0.113375 0.083115

h = 0.0589255 0.000832 0.028927 0.020270

Conv. rate 2.343953 2.107000 2.686666

Numerical Test 3 (k = 1). In the third test, our focus is to validate an esti-
mate of order O(h3), when τ = h3/2/10. Our estimates leads to the predicted rates
‖e‖L2[0,T ;L2(Ω)] = O(h3), ‖e‖L2[0,T ;H1(Ω)] = O(h2) respectively. For this choice of
mesh the corresponding errors are shown in the Table 4.3. Here, we recover the rate
for the L2[0, T ;L2(Ω)] norm, with an almost “coarse” choice of time-stepping.

Table 4.3

Experiment 3-Rates of convergence for k = 1 with τ = h3/2/10.

Discretization Velocity - Control Error

τ = h3/2/10 ‖e‖L2[0,T ;L2(Ω)] ‖e‖L2[0,T ;H1(Ω)] ‖ḡ − ḡh‖L2[0,T ;L2(Ω)]

h = 0.4714050 0.1138780 2.420150 5.718610

h = 0.2357022 0.0104282 0.455479 0.610602

h = 0.1178511 0.0014891 0.112681 0.082763

h = 0.0589255 0.0004965 0.028212 0.020051

Conv. rate 2.6137833 2.140366 2.718333

Finally, we close this section by presenting a computational example with rough (dis-
continuous) data y0, U , and unknown true solution. Once again, the model problem
is posed in Ω× [0, T ] = [0, 2]2× [0, 0.1]. Here, the obvious choice for the discretization
in time is piecewise constants (in time) k = 0 combined with the standard Taylor-
Hood element in space. We consider as solution the solution computed in the most
advanced partitioned grid of the square, comparing it with our computations in each
one of the previous meshes using interpolation.
Numerical Test 4 (k = 0 and rough initial data y0). Here, the obvious choice
for the discretization in time is piecewise constants (in time) k = 0 combined with the
standard Taylor-Hood element in space. We consider as “known analytical” solution
the solution computed in the most advanced partitioned grid of the square, comparing
it with our computations in each one of the previous meshes using interpolation.
In this setting, we choose τ = h2/8, which implies rates (at least) ‖e‖L2[0,T ;L2(Ω)] =

O(h), ‖r‖L2[0,T ;L2(Ω)] = O(h). Since, we consider as true solution the one computed
by the most advanced grid, we actually expect to compute better rates in both norms.
To this end, we also point out that y0 possesses slightly better regularity than W(Ω).
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In particular, we choose “rough” initial data to our problem, i.e., y0 = (y0,1, y0,2)
where

y0,1 =

{

6 + (cos(2jx1) − 1) sin(2mx2) for x1, x2 ≥ 0.5
(cos(2jx1) − 1) sin(2mx2) for x1, x2 < 0.5

,

and

y0,2 =

{

6 + (cos(2jx2) − 1) sin(2mx1) for x1, x2 ≥ 0.5
(cos(2jx2) − 1) sin(2mx1) for x1, x2 < 0.5

.

The target is given by:

Ud = (Ud1, Ud2) where Ud1 = Ud2 =

{

6.5, for x1, x2 ≥ 0.5
0.5, for x1, x2 < 0.5

,

Table 4.4

Experiment 4-Rates of convergence for k = 0 with τ = h2/8 and discontinuous initial data and
target function.

Discretization Velocity Error

τ = h2/8 ‖e‖L2[0,T ;L2(Ω)] J(ȳσ, ḡσ)

h = 0.4714050 0.1268288547 14.80282714

h = 0.2357022 0.0362554882 9.742095817

h = 0.1178511 0.0140523956 9.608375932

h = 0.0589255 0.0044720938 9.619787446

h = 0.0294627 - 9.612306775

Conv. rate 1.6085962400 -

Remark 4.12. We note that when computing the errors (especially in L2[0, T ;L2(Ω)]
norms) the change from h = 0.1178511 to h = 0.0589255 seems to show lower rates
of convergence than the predicted. This is because the temporal and spatial integration
procedures accumulate errors, and it is expected due to high resolution of the time-
space mesh (21219 number of degrees of freedom for each variable y, g, µ, and 9409 for
p in space with computations in each of the 231 time points). This rate reduction does
not appear in the numerical experiment of the non smooth data because of the “exact”
solution is constructed at the smallest grid). More specifically, integration errors don’t
effect the final error computations in L2[0, T ;L2(Ω)] norm, and asymptotic rate of
convergence is visible for small h too. We note that for the smooth case we used a
common double dual-core processor. For the non smooth case, the computation of the
exact solution required 37249 number of degrees of freedom for each variable y, g, µ in
space and 922 time points, and a 4 six-core processor was used.
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