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Abstract

The notions of non-uniform in time Robust Global Asymptotic Output Stability and robust forward completeness for time-
varying systems are introduced. Necessary and sufficient conditions and Lyapunov-like characterizations are given for these
notions.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The goal of this paper is to introduce and pro-
vide characterizations for the notions of non-uniform
in time Robust Global Asymptotic Output Stability
(RGAOS) and Robust Forward Completeness (RFC).
Non-uniform in time asymptotic stability is a well-
known notion that appears only in time-varying sys-
tems and recently this notion was exploited for the
robust stabilization of control systems by means of
time-varying feedback (see[5–10]).
Characterizations of Robust Forward Completeness

(RFC) for general dynamical systems were given in
the pioneering paper[1] under the assumption that the
right-hand side of the differential equation is locally
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Lipschitz. The results of[1] were based on a primary
result obtained in[12], which holds for differential
equations with locally Lipschitz dynamics. However,
for time-varying systems the requirement that the dy-
namics are locally Lipschitz with respect to time is
a restrictive requirement. Moreover, it is clear that
if there exists an equilibrium point, then the general
estimates of the solution of a forward complete dy-
namical system obtained in[1] are conservative. We
also notice the Lyapunov characterization of forward
completeness given in[11] for time-varying systems
without inputs. In this paper, we intend to relax the
requirement of Lipschitz continuity with respect to
time for systems with inputs and provide less conser-
vative estimates for forward complete dynamical sys-
tems with an equilibrium point. Particularly, we con-
sider the class of systems:

ẋ = f (t, x, d),

x ∈ Rn, t�0, d ∈ D. (1.1)

http://www.elsevier.com/locate/sysconle
mailto:iasonkar@e-free.gr


182 I. Karafyllis / Systems & Control Letters 54 (2005) 181–193

We assume thatD ⊂ Rm is a non-empty compact
set and thatf (t,0, d) = 0, for all (t, d) ∈ R+ × D.
Furthermore, we assume that the vector fieldf : R+×
Rn ×D → Rn, satisfies the following conditions:

1. The functionf (t, x, d) is measurable int, for all
(x, d) ∈ Rn ×D.

2. The functionf (t, x, d) is continuous ind, for all
(t, x) ∈ R+ ×Rn.

3. The functionf (t, x, d) is locally Lipschitz with
respect tox, uniformly ind ∈ D, in the sense that
for every bounded intervalI ⊂ R+ and for every
compact subsetS of Rn, there exists a constant
L�0 such that

|f (t, x, d)− f (t, y, d)|�L |x − y|,
∀t ∈ I, ∀(x, y) ∈ S × S, ∀d ∈ D.

In Section 2 we provide characterizations of the no-
tion of Robust Forward Completeness (RFC) for the
class of systems (1.1). Particularly, Theorem 2.2 pro-
vides Lyapunov-like characterizations of the notion of
robust forward completeness that generalize the corre-
sponding Lyapunov-like characterization given in[1].
The notion of Uniform Robust Global Asymptotic

Output Stability (URGAOS) was recently given in
[14,15](where the name ROS was used). New charac-
terizations for versions of this property were given in
[4]. Lyapunov characterizations of robust asymptotic
output stability notions can be obtained by using the
converse Lyapunov Theorem in[16], which also ap-
plies to time-varying systems by extending the state
vector of the systemwith the equationṫ=1 and assum-
ing Lipschitz continuity of the dynamics with respect
to the extended state vector(t, x) (a restrictive re-
quirement as remarked earlier). In this paper, we gen-
eralize the notion of Uniform Robust Global Asymp-
totic Output Stability (URGAOS) to the non-uniform
in time case by introducing the notion of (non-uniform
in time) Robust Global Asymptotic Output Stability
(RGAOS) and we relax the requirement of Lipschitz
continuity with respect to time. Particularly, we con-
sider time-varying systems of the form (1.1) with the
output map:

Y =H(t, x), (1.2)

whereH : R+ × Rn → Rk is a C0 function with
H(t,0)=0 for all t�0. In Section 3 of the present pa-

per we give various characterizations for non-uniform
in time RGAOS (Propositions 3.2 and 3.6) and links
of this notion to (non-uniform in time) Robust Global
Asymptotic Stability (RGAS) and RFC (Lemma 3.3
and Proposition 3.5).
Finally, in Section 4 we give a sufficient condition

for non-uniform in time RGAOS, which is similar to
the corresponding results given in[4,14,15]and same
in spirit with analogous results given in[2,12] that
provide links between Input-to-State Stability and uni-
form Robust Global Asymptotic Stability.

Notations. Throughout this paper we adopt the fol-
lowing notations:

* By MD we denote the set of all measurable func-
tions fromR+ to D, whereD is a given compact
subset ofRm.

* By Cj (A) (Cj (A;�)), where j�0 is a non-
negative integer, we denote the class of functions
(taking values in�) that have continuous deriva-
tives of orderj onA.

* For x ∈ Rn, x′ denotes its transpose and|x| its
usual Euclidean norm.

* L∞
loc denotes the set of all measurable functionsu :

A → Rm that are essentially bounded on every
nonempty compact subset ofA, andL∞(A) denotes
the set of all measurable functionsu : A → Rm

that are essentially bounded onA.
* By B[x, r] wherex ∈ Rn andr�0, we denote the
closed sphere inRn of radiusr, centered atx ∈ Rn.

* x(t)=x(t, t0, x0; d) denotes the unique solution of
(1.1) at timet� t0 that corresponds to some input
d(·) ∈ MD, initiated fromx0 ∈ Rn at time t0�0
(see[3]).

* K+ denotes the class of positiveC0 functions� :
R+ → (0,+∞). For the definitions of classes
K,K∞ see[12]. By KL we denote the set of all
continuous functions�=�(s, t) : R+×R+ → R+
with the properties: (i) for eacht�0 the mapping
�( · , t) is of classK; (ii) for eachs�0, the mapping
�(s, ·) is non-increasing with limt→+∞�(s, t)= 0.

* We denote byE the class of functions� ∈
C0(R+;R+) that satisfy

∫ +∞
0 �(t)dt < + ∞ and

lim t→+∞�(t)= 0.
* We say that a functionf : R+ × � ×Rn → Rk

where� ⊂ Rm is a compact set, is locally Lipschitz
with respect tox ∈ Rn, uniformly in � ∈ �, if
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for every bounded intervalI ⊂ R+ and for every
compact subsetS of Rn, there exists a constant
L�0 such that

|f (t, �, x)− f (t, �, y)|�L |x − y|,
∀t ∈ I, ∀(x, y) ∈ S × S, ∀� ∈ �,

For the reader’s convenience we have collected
below some properties concerning functions of the
classesK+,K∞,KL, which are repeatedly used in
the rest of paper.

Fact I. (Corollary 10 and Remark 11 in Sontag[13]).
For each � ∈ K∞, there exists� ∈ K∞ such that
�(rs)��(r)�(s) for all (r, s) ∈ (R+)2.

Fact II. (Fact V in Karafyllis and Tsinias[10]). Let
U ⊆ Rn be a closed set containing0 ∈ Rn. Let k :
R+ × U → R be aC0 function withk(t,0) = 0 for
all t�0. Then there exista ∈ K∞ and� ∈ K+ such
that |k(t, x)|�a(�(t)|x|), for all (t, x) ∈ R+ × U .

2. Robust Forward Completeness

In this section, we study the properties of forward
complete time-varying systems with locally Lipschitz
dynamics. Particularly, we are interested in systems
that are “robustly” forward complete with respect to
measurable inputs and have an equilibrium point. Next
we give the definition of robust forward completeness.

Definition 2.1. We say that (1.1) is Robustly Forward
Complete (RFC) if for everyT �0, r�0 it holds that
sup{|x(t0 + h, t0, x0; d)|; |x0|�r, t0 ∈ [0, T ],
h ∈ [0, T ], d(·) ∈ MD}<+ ∞. (2.1)

Clearly, the notion of robust forward completeness
implies the usual notion of forward completeness,
which simply requires that for every initial condition
the solution of the system exists for all times greater
than the initial time (or equivalently, the solutions of
the system do not present finite escape time). How-
ever, Proposition 5.1 in[12] shows that every forward
complete system (1.1) with dynamics, which are lo-
cally Lipschitz with respect to(t, x), uniformly in
d ∈ D, is RFC. The following theorem is the main
result of this section, which provides Lyapunov-like

characterizations of RFC for system (1.1) when the
dynamics are continuous with respect to the time.
Moreover, it generalizes the Lyapunov-like character-
ization given in[1].

Theorem 2.2. Suppose thatf ∈ C0(R+ × Rn ×
D;Rn).Then the following statements are equivalent:

(i) System(1.1) is RFC.
(ii) There exist functions�1(·), �2(·) ∈ K+, a1(·) ∈

K∞, a2(·) ∈ K∞ and a functionW ∈ C∞(R+×
Rn;R+) such that for all(t, x, d) ∈ R+×Rn×
D, it holds that

a1(�1(t)|x|)�W(t, x)�a2(�2(t)|x|), (2.2a)

�W
� t

(t, x)+ �W
� x

(t, x)f (t, x, d)� −W(t, x).

(2.2b)

(iii) There exist functions�1(·), �2(·) ∈ K+, �3(·),
�4(·), �(·) ∈ C0(R+) being non-negative,
a1(·) ∈ K∞, a2(·) ∈ K∞ and a functionV ∈
C1(R+ ×Rn;R+) such that for all(t, x, d) ∈
R+ ×Rn ×D, it holds that

a1(�1(t)|x|)�V (t, x)

�a2(�2(t)|x|)+ �3(t), (2.3a)

�V
� t

(t, x)+ �V
� x

(t, x)f (t, x, d)

��(t) V (t, x)+ �4(t). (2.3b)

The proof of Theorem 2.2 is based on the following
lemma, which provides some elementary characteriza-
tions of robustly forward complete systems. It should
be emphasized that Lemma 2.3 does not assume con-
tinuity of the dynamics with respect to time. We also
remind the readers that the notion of non-uniform in
time Robust Global Asymptotic Stability (RGAS) was
given in [8].

Lemma 2.3. The following statements are equi-
valent:

(i) System(1.1) is RFC.
(ii) There exist functions�(·) ∈ K+, a(·) ∈ K∞ and

a constantR�0, such that for every inputd(·) ∈
MD and for every(t0, x0) ∈ R+×Rn, the unique
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solutionx(t) of (1.1) corresponding tod(·) and
initiated fromx0 at timet0 exists for allt� t0 and
satisfies:

|x(t)|��(t) (a(|x0|)+ R), ∀t� t0. (2.4)

(iii) There exists a function�(·) ∈ K+ ∩ C∞(R+),
such that the state transformationx=�(t)z, trans-
forms(1.1) to the following system for which0 ∈
Rn is non-uniformly in time RGAS:

ż = − �̇(t)
�(t)

z + 1

�(t)
f (t,�(t)z, d),

z ∈ Rn, t�0, d ∈ D. (2.5)

(iv) System(1.1) is RFC and there exist functions
�(·) ∈ K+, a(·) ∈ K∞, such that for every input
d(·) ∈ MD and for every(t0, x0) ∈ R+ × Rn,
the unique solutionx(t) of (1.1) corresponding
to d(·) and initiated fromx0 at time t0 satisfies
(2.4)with R = 0.

Proof. Implication (iv)⇒(i) is obvious, since (2.4)
with R=0, implies that for everyT �0, r�0, it holds
that:

sup{|x(t0 + h, t0, x0; d)|; |x0|�r, t0 ∈ [0, T ],
h ∈ [0, T ], d(·) ∈ MD}�a(r) max

0���2T
�(�)<+ ∞.

Therefore, we focus on implications (i)⇒(ii),
(ii)⇒(iii) and (iii)⇒(iv).
(i)⇒(ii): We define

	(T , r) := sup{|x(t0 + h, t0, x0; d)|; |x0|�r,

t0 ∈ [0, T ], h ∈ [0, T ], d(·) ∈ MD}. (2.6)

Notice that by virtue of Definition 2.1, the function	 :
(R+)2 → R+ is finite valued and for each fixedt�0
the mappings	(t, ·) and	(·, t) are non-decreasing.
Moreover, definition (2.6) implies that for every input
d(·) ∈ MD and for every(t0, x0) ∈ R+ × Rn, the
unique solutionx(t) of (1.1) corresponding tod(·) and
initiated fromx0 at timet0 satisfies

|x(t)|�	(t, |x0|), ∀t� t0. (2.7)

Since for each fixedt�0 the mappings	(t, ·) and
	(·, t) are non-decreasing, inequality (2.7) implies
|x(t)|�	(t, t)+ 	(|x0|, |x0|), ∀t� t0. (2.8)

Let � ∈ K+ be a non-decreasing continuous function
that satisfies 1+	(s, s)��(s) for all s�0 and define

a(s) := s + �(s)− �(0), R := 1+ �(0)

with a ∈ K∞. It follows from (2.8) that the following
inequalities hold for allt� t0:

|x(t)|��(t)+ �(|x0|)��(t) (1+ �(|x0|))
��(t) (R + a(|x0|)). (2.9)

Consequently, we conclude that inequality (2.4) holds.
(ii)⇒(iii): Without loss of generality, we may as-

sume that the function�(·) ∈ K+, involved in (2.4),
is of classC∞. Consider the following time-varying
state transformation for (1.1):

z := 1

�(t)
x, (2.10)

�(t) := exp(t)�(t). (2.11)

Clearly, we obtain thatz(t) satisfies the differential
equation (2.5) andmoreover, by virtue of (2.4) we have

|z(t)|� exp(−t)[a(exp(t0)�(t0)|z0|)+ R],
∀t� t0, d(·) ∈ MD. (2.12)

Estimate (2.12) in conjunction with Proposition 2.5
in [8], implies that 0∈ Rn is non-uniformly in time
RGAS for (2.5).
(iii)⇒(iv): Proposition 2.2 in[8] asserts the exis-

tence of functions� ∈ KL and� ∈ K+ such that the
solutionz(t) of (2.5) satisfies the estimate

|z(t)|��(�(t0)|z0|, t − t0), ∀d(·) ∈ MD

and t� t0. (2.13)

Inequality (2.13) and the fact thatx =�(t)z, for some
� ∈ K+, implies that

|x(t)|��(t)ã
(

�(t0)
�(t0)

|x0|
)
, ∀d(·) ∈ MD

and t� t0, (2.14)

whereã(s) := �(s,0). Clearly, Fact I implies the ex-
istence a functiona(·) ∈ K∞ such that

ã(rs)�a(r)a(s), ∀(r, s) ∈ (R+)2. (2.15)

Define

�(t) := �(t)a
(
max
0��� t

�(�)
�(�)

)
. (2.16)
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Inequalities (2.14), (2.15) and definition (2.16) imply
(2.4) withR = 0. The proof is complete�.

By making use of the equivalence of the statements
of Lemma 2.3, we provide the proof of Theorem 2.2.

Proof of Theorem 2.2. (i)⇒(ii): Suppose that (1.1)
is RFC. Then by virtue of statement (iii) of Lemma 2.2
there exists function�(·) ∈ K+ ∩C∞(R+), such that
the state transformationx =�(t)z, transforms (1.1) to
system (2.5) for which 0∈ Rn is non-uniformly in
time RGAS. Theorem 3.1 in[8] guarantees the exis-
tence of functions�(·) ∈ K+, a1(·) ∈ K∞, a2(·) ∈
K∞ and a functionW̃ ∈ C∞(R+ × Rn;R+) such
that for all (t, z, d) ∈ R+ ×Rn ×D, it holds that

a1(|z|)�W̃ (t, z)�a2(�(t)|z|), (2.17a)

� W̃
� t

(t, z)+ � W̃
� z

(t, z)

×
[
− �̇(t)

�(t)
z + 1

�(t)
f (t,�(t)z, d)

]

� − W̃ (t, z). (2.17b)

Define

�1(t) := 1

�(t)
, �2(t) := �(t)

�(t)
, (2.18a)

W(t, x) := W̃

(
t,

1

�(t)
x

)
. (2.18b)

Inequalities (2.17a,b) and definitions (2.18a,b) imply
that inequalities (2.2a,b) hold forW(t, x).
(ii)⇒(iii): This implication is obvious.
(iii)⇒(i): We evaluate the time derivative of

V (t, x(t)) along the unique solutionx(t) of (1.1)
corresponding tod(·) ∈ MD and initiated fromx0 at
time t0:

d

dt
V (t, x(t))��(t)V (t, x(t))+ �4(t),

a.e. for t� t0. (2.19)

Then by virtue of (2.3a) and (2.19) we have

|x(t)|� 1

�1(t)
a−1
1

(
exp

(∫ t

0
�(s)ds

)

× a2(�2(t0)|x0|)+ �̃4(t)
)
,

∀t� t0, (2.20)

where�̃4(t) := exp(
∫ t
0 �(s)ds)[∫ t0 �4(�)d� + �3(t)].

It follows from (2.20) that the following inequality is
satisfied for allr, T �0:
sup{|x(t0 + h)|; |x0|�r, t0 ∈ [0, T ],

h ∈ [0, T ], d(·) ∈ MD}
� 1

mint∈[0,2T ]�1(t)
a−1
1

(
exp

(∫ 2T

0
|�(s)|ds

)

× a2

(
r max
t0∈[0,T ] �2(t0)

)
+ max

t∈[0,2T ] �̃4(t)
)

<+ ∞. (2.21)

Consequently, by Definition 2.1, we conclude that sys-
tem (1.1) is RFC. The proof is complete.�

Example 2.4. Consider the system

ẋ = c1(t, d) x + c2(t, d)x
2 + c3(t, d)x

3,

x ∈ R, t�0, d ∈ D, (2.22)

whereD ⊂ Rm is a compact set,ci(·) ∈ C0(R+ ×
D) i=1,2,3 are continuousmappings for which there
exists a function� ∈ K+ such that

2�(t)c3(t, d)� − |c2(t, d)|, ∀(t, d) ∈ R+ ×D.

(2.23)

Next we prove, that this system is RFC. Consider the
Lyapunov function

W(t, x) := exp

(
−
∫ t

0

(
1+ 2max

d∈D |c1(�, d)|

+�(�)max
d∈D |c2(�, d)|

)
d�
)

|x|2. (2.24)

Clearly, we have for all(t, x, d) ∈ R+ ×R×D:

�W
� t

(t, x)+ �W
� x

(t, x)(c1(t, d)x

+ c2(t, d)x
2 + c3(t, d)x

3)

= −(1+ 2max
d∈D |c1(t, d)|

+ �(t)max
d∈D |c2(t, d)|)W(t, x)

+ (2c1(t, d)x
2 + 2c2(t, d)x

3 + 2c3(t, d)x
4)

× exp

(
−
∫ t

0

(
1+ 2max

d∈D |c1(�, d)|

+�(�)max
d∈D |c2(�, d)|

)
d�
)
. (2.25)
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It follows from inequality (2.23) in conjunction with
the Young inequality

2c2(t, d)x
3��(t)|c2(t, d)| x2 + |c2(t, d)|

�(t)
x4,

that the following inequality holds:

�W
� t

(t, x)+ �W
� x

(t, x)(c1(t, d)x + c2(t, d)x
2

+ c3(t, d)x
3)� −W(t, x),

∀(t, x, d) ∈ R+ ×R×D.

Moreover, inequality (2.2a) holds witha1(s) =
a2(s) := s2,

�1(t) := exp

(
−1
2

∫ t

0

(
1+ 2max

d∈D |c1(�, d)|

+�(�)max
d∈D |c2(�, d)|

)
d�
)
,

�2(t) ≡ 1.

Thus system (2.22) is RFC.

3. Robust Global Asymptotic Output Stability

In this section we introduce the notion of (non-
uniform in time) Robust Global Asymptotic Output
Stability (RGAOS) as a generalization of the notion
of robust output stability, given in[14,15]. Let us de-
note byH(t, x(t, t0, x0; d)) = Y (t) the value of out-
put (1.2) for the unique solution of (1.1) at timet that
corresponds to inputd ∈ MD with initial condition
x(t0)= x0.

Definition 3.1. Consider system (1.1) with output
(1.2). Suppose that (1.1) is RFC. We say that system
(1.1) with output (1.2) is (non-uniformly in time)
Robust Global Asymptotic Output Stability (RGAOS)
if it satisfies the following properties:

P1 (Output Stability). For every
>0, T �0, it holds
that

sup{|Y (t)|; t� t0, |x0|�ε, t0 ∈ [0, T ],
d(·) ∈ MD}<+ ∞

and there exists a� := �(ε, T )>0 such that

|x0|��, t0 ∈ [0, T ] ⇒ |Y (t)|�ε, ∀t� t0,

∀d(·) ∈ MD.

P2 (Uniform output attractivity on compact sets of ini-
tial data). For every
>0, T �0 andR�0, there ex-
ists a� := �(
, T , R)�0, such that

|x0|�R, t0 ∈ [0, T ] ⇒ |Y (t)|�ε,

∀t� t0 + �, ∀d(·) ∈ MD.

We say that system (1.1) with output (1.2) is (non-
uniformly in time) strongly RGAOS if it is non-
uniformly in time RGAOS and the setH−1(t,0) :=
{x ∈ Rn;H(t, x)= 0} is positively invariant.

Notice that property P2 is stronger than the usual
output attractivity property (limt→+∞Y (t) = 0) even
in the autonomous case. It is clear that the notion of
non-uniform in time RGAOS coincides with the no-
tion of non-uniform in time RGAS given in[8], when
H(t, x) = x. Moreover, if there existsa ∈ K∞ such
that |x|�a(|H(t, x)|) for all (t, x) ∈ R+ ×Rn, then
non-uniform in time RGAOS implies non-uniform in
time RGAS. The following theorem is the main result
of this section and provides Lyapunov-like character-
izations of the notion of non-uniform in time RGAOS
when the dynamics are continuous with respect to the
time.

Theorem 3.2. Suppose thatH ∈ C0(R+ ×Rn;Rk)

andf ∈ C0(R+ ×Rn ×D;Rn). Then the following
statements are equivalent:

(i) System(1.1)with output(1.2) is non-uniformly in
time RGAOS.

(ii) There exist functions�1(·),�2(·) ∈ K+, a1(·) ∈
K∞, a2(·) ∈ K∞ and a functionU ∈ C∞(R+ ×
Rn;R+) such that

a1(|(�1(t)x,H(t, x))|)�U(t, x)�a2(�2(t)|x|),
∀(t, x) ∈ R+ ×Rn, (3.1a)

�U
� t

(t, x)+ �U
� x

(t, x)f (t, x, d)� − U(t, x),

∀(t, x, d) ∈ R+ ×Rn ×D. (3.1b)

(iii) There exist functions�1(·), �2(·) ∈ K+, �(·) ∈ E
(see Notations for the definition of classE , a1(·),
a2(·) ∈ K∞, �(·) ∈ C0(R+;R+) being positive
definite andV ∈ C1(R+ ×Rn;R+) such that

a1(|(�1(t)x,H(t, x))|)�V (t, x)�a2(�2(t)|x|),
∀(t, x) ∈ R+ ×Rn, (3.2a)



I. Karafyllis / Systems & Control Letters 54 (2005) 181–193 187

�V
� t

(t, x)+ �V
� x

(t, x)f (t, x, d)

� − �(V (t, x))+ �(t),
∀(t, x, d) ∈ R+ ×Rn ×D. (3.2b)

The proof of Theorem 3.2 is based on the following
technical lemmas, which provide estimates of the tra-
jectories in terms ofKL functions. It should be empha-
sized that the following lemmas do not assume conti-
nuity of the dynamics with respect to time. The proof
of the following lemma is identical with the proof of
Proposition 2.2 in[8] and is omitted.

Lemma 3.3. Suppose that system(1.1) is RFC. Then
system(1.1)with output(1.2) is non-uniformly in time
RGAOS if and only if there exist functions� ∈ KL

and � ∈ K+ such that for everyt0�0 and x0 ∈ Rn

the following estimate holds:

|Y (t)|��(�(t0)|x0|, t − t0 ),

∀d(·) ∈ MD and t� t0. (3.3)

An immediate consequence of the equivalence of
statements (i) and (iv) of Lemma 2.3 and the result of
Lemma 3.3 is the following preliminary’ characteriza-
tion of the notion of non-uniform in time RGAOS in
terms ofKL functions.

Lemma 3.4. The following statements are equivalent:

(i) System(1.1)with output(1.2) is non-uniformly in
time RGAOS.

(ii) There exist functions� ∈ KL and�, � ∈ K+ such
that for everyt0�0 and x0 ∈ Rn the following
estimate holds:

�(t)|x(t)| + |Y (t)|��(�(t0)|x0| , t − t0),

∀d(·) ∈ MD and t� t0. (3.4)

Proof. Since the proof of (ii)⇒(i) is an immediate
consequence of the properties of theKL functions,
we prove only implication (i)⇒(ii). Suppose that sys-
tem (1.1) with output (1.2) is non-uniformly in time
RGAOS. Then, by virtue of Lemma 3.3, there exist
functions �̃ ∈ KL and �̃ ∈ K+ such that for every
t0�0 andx0 ∈ Rn the following estimate holds:

|Y (t)|� �̃(�̃(t0)|x0|, t − t0 ),

∀d(·) ∈ MD and t� t0. (3.5)

Since system (1.1) is RFC, by virtue of the equiva-
lence of statements (i) and (iv) of Lemma 2.3, there
exist functions�̃ ∈ K+, a ∈ K∞, such that for every
(t0, x0) ∈ R+ ×Rn, the following estimate holds:

1

�̃(t)
|x(t)|�a(|x0|), ∀d(·) ∈ MD and t� t0,

which directly implies the following estimate:

�(t)|x(t)|� exp(−(t − t0))a(|x0|),
∀d(·) ∈ MD and t� t0, (3.6)

where�(t) := exp(−t)/�̃(t). Inequalities (3.5) and
(3.6) imply estimate (3.4) with�(t) := 1+ �̃(t) and
�(s, t) := �̃(s, t) + exp(−t) a(s). The proof is com-
plete. �

The following lemma shows that if property P2 of
Definition 3.1 is satisfied, then property P1 of Defini-
tion 3.1 automatically holds. Thus in order to establish
non-uniform in time RGAOS, we only need to estab-
lish property P2 of Definition 3.1 and RFC.

Lemma 3.5. (Uniform output attractivity on compact
sets of initial data and RFC Implies Output Stability).
Consider system(1.1) with output (1.2), whereH :
R+ ×Rn → Rk is aC0 function withH(t,0)=0 for
all t�0.Suppose that(1.1) is RFC. Then system(1.1),
with output(1.2) is (non-uniformly in time) RGAOS if
Property P2 of Definition3.1holds.

Proof. Suppose that system (1.1) is RFC and that
property P2 (uniform output attractivity on compact
sets of initial data) of Definition 3.1 holds. Then it
suffices to show that property P1 (Output Stability) of
Definition 3.1 also holds. Since (1.1) is RFC, it fol-
lows by Lemma 2.2 that there exist functions�(·) ∈
K+, a(·) ∈ K∞, such that for every inputd(·) ∈ MD

and for every(t0, x0) ∈ R+ ×Rn, the unique solution
x(t) of (1.1) corresponding tod(·) and initiated from
x0 at timet0 exists for allt� t0 and satisfies

|x(t)|��(t) a(|x0|), ∀t� t0. (3.7)

We next show that property P1 (Output Stability) of
Definition 3.1 holds. Let arbitrary
>0 andT �0. By
virtue of property P2 there exists a� := �(
, T )�0,
such that

|x0|�ε, t0 ∈ [0, T ] ⇒ |Y (t)|�ε,

∀t� t0 + �, ∀d(·) ∈ MD. (3.8)
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SinceH(·) is continuous withH(t,0)=0 for all t�0,
by virtue of Fact II, there exist functions ∈ K∞ and
� ∈ K+ such that

|H(t, x)|�(�(t)|x|), ∀(t, x) ∈ R+ ×Rn. (3.9)

By virtue of inequalities (3.7), (3.9) and property (3.8)
it holds that

sup{|Y (t)|; t� t0, |x0|�
, t0 ∈ [0, T ], d(·) ∈ MD}
� max(
, (a(
)M(
, T ))), (3.10a)

M(ε, T ) := max
0� s�T+�(ε,T )

�(s)�(s)>0. (3.10b)

Finally, we define

�(ε, T ) := min

(
ε, a−1

(
−1(ε)
M(ε, T )

))
>0. (3.11)

Clearly, by virtue of inequalities (3.7) and (3.9) and
definitions (3.10b), (3.11), we obtain that

|x0|��(ε, T ), t0 ∈ [0, T ] ⇒ |Y (t)|�ε,

∀t ∈ [t0, t0 + �(ε, T )], ∀d(·) ∈ MD.

The latter property, in conjunction with properties
(3.8), (3.10a) and definition (3.11), implies that
property P1 of Definition 3.1 holds. The proof is
complete. �

Obviously, if zero for system (1.1) is non-uniformly
in time RGAS and the output function is time-
invariant, i.e.H(t, x) ≡ H(x) then system (1.1)
with output (1.2) is non-uniformly in time RGAOS.
However, this conclusion does not hold if the output
function actually depends on time, as the following
example shows.

Example 3.6. Consider the system:

ẋ = −(2+ d)x,

x ∈ R, d ∈ [−1,1]. (3.12)

It is clear that zero is (uniformly in time) RGAS for
system (3.12). Clearly, the solution of (3.12) with ini-
tial conditionx(t0)= x0 satisfies

exp(−3(t − t0)) |x0|� |x(t)|� exp(−(t − t0)) |x0|,
∀d(·) ∈ M[−1,1], t� t0.

However, if we define the output

Y =H(t, x)= exp(4t)x, (3.13)

then obviously, system (3.12) with output (3.13) is not
RGAOS.

The following proposition provides a Lyapunov-like
characterization for a time-varying system, which is
non-uniformly in time RGAOS and for which zero is
non-uniformly in time RGAS.

Proposition 3.7. Suppose thatH ∈ C0(R+ ×
Rn;Rk) and f ∈ C0(R+ × Rn × D;Rn). Then
system(1.1) with output (1.2) is non-uniformly in
time RGAOS and zero is non-uniformly in time
RGAS for(1.1) if and only if there exist functions
U(·) ∈ C∞(R+ × Rn;R+), a1(·), a2(·) ∈ K∞ and
�(·) ∈ K+ such that

a1(|(x,H(t, x))|)�U(t, x)�a2(�(t)|x|),
∀(t, x) ∈ R+ ×Rn, (3.14a)

�U
� t

(t, x)+ �U
� x

(t, x)f (t, x, d)� − U(t, x),

∀(t, x, d) ∈ R+ ×Rn ×D. (3.14b)

Proof. If the dynamicsf ∈ C0(R+ ×Rn × D;Rn)

were locally Lipschitz in both variables(t, x) then
Proposition 3.7 would follow directly from the equiv-
alence of statements (i) and (ii) of Lemma 3.4 and
an immediate application of the converse Lyapunov
Theorem in[16]. However, we have only assumed
continuity with respect to time and in order to prove
Proposition 3.5 we have to follow a different proce-
dure. SinceH(·) is continuous withH(t,0) = 0 for
all t�0, by virtue of Fact II, there exists̃ ∈ K∞ and
� ∈ K+ such that

|H(t, x)|� ̃(�(t)|x|), for all (t, x) ∈ R+ ×Rn,

which implies that

|H(t, x)|� ̃(|x|1/2), for all t�0

and |x|� 1

�2(t)
.

Consequently, there exists a functionH̃ ∈ C∞(R+ ×
Rn;Rk) such that

|H̃ (t, x)−H(t, x)|�2̃(|x|1/2),
for all (t, x) ∈ R+ ×Rn, (3.15a)
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H̃ (t, x)= 0, for all t�0
and |x|� 1

�2(t)
. (3.15b)

By virtue of Lemma 3.3, Proposition 2.2 in[8] and
the facts that system (1.1) with output (1.2) is non-
uniformly in time RGAOS and zero is non-uniformly
in time RGAS for (1.1), there exist functions�̄ ∈ KL

and�̃ ∈ K+ such that

|x(t)| + |H(t, x(t))|� �̄(�̃(t0)|x0|, t − t0 ),

∀t � t0, d( · )∈MD, (t0, x0)∈R+×Rn. (3.16)

Inequalities (3.15a) and (3.16) guarantee the existence
of a function� ∈ KL such that

|x(t)| + |H̃ (t, x(t))|��(�̃(t0)|x0|, t − t0 ),

∀t� t0, d(·)∈MD, (t0, x0)∈R+ ×Rn. (3.17)

Therefore, using the equivalence of statements (i)
and (ii) of Lemma 3.4, system (1.1) with output
Y = H̃ (t, x) is non-uniformly in time RGAOS and
zero is non-uniformly in time RGAS for (1.1). Next,
we consider the system

ẋ = f (t, x, d),

ẇ = −w+H̃ (t, x)+� H̃
� t

(t, x)+� H̃
� x

(t, x)f (t, x, d),

x ∈ Rn, w ∈ Rk, t�0, d ∈ D. (3.18)

We claim that zero for the above system is non-
uniformly in time RGAS. Notice that the solution
(x(t), w(t)) of (3.18) initiated from (x0, w0) ∈
Rn × Rk at time t0�0 and corresponding tod(·) ∈
MD satisfies

w(t)= H̃ (t, x(t))+ exp(−(t − t0))

× (w0 − H̃ (t0, x0)), ∀t� t0. (3.19)

Moreover the componentx(t) of the solution
(x(t), w(t)) of (3.18) initiated from (x0, w0) ∈
Rn × Rk at time t0�0 and corresponding tod(·) ∈
MD coincides with the solutionx(t) of (1.1) initiated
from x0 ∈ Rn at time t0�0 and corresponding to
the samed(·) ∈ MD. SinceH̃ (·) is continuous with
H̃ (t,0) = 0 for all t�0, by virtue of Fact II, there
exist functions ∈ K∞ and� ∈ K+ such that

|H̃ (t, x)|�(�(t)|x|), ∀(t, x) ∈ R+ ×Rn. (3.20)

Clearly, inequalities (3.17), and (3.20), in conjunction
with (3.19) imply that

|(x(t), w(t))|� �̃(�̃(t0)|(x0, w0)|, t − t0),

∀t� t0, d(·) ∈ MD,

(t0, x0, w0) ∈ R+ ×Rn ×Rk, (3.21a)

where

�̃(t) := 1+ �̃(t)+ �(t), (3.21b)

�̃(s, t) := 2�(s, t)+ (s + (s))exp(−t). (3.21c)

Inequality (3.21a) implies that zero is non-uniformly
in time RGAS for (3.18). Moreover, by virtue of
Theorem 3.1 in[8], there exists a functionV (·) ∈
C∞(R+×Rn×Rk;R+) and functions̃a1(·), ã2(·) ∈
K∞, �2(·) ∈ K+ such that

ã1(|x,w)|)�V (t, x,w)� ã2(�2(t)|(x,w)|),
∀(t, x, w) ∈ R+ ×Rn ×Rk, (3.22a)

�V
� t

(t, x, w)+ �V
� x

(t, x,w)f (t, x, d)+ �V
�w

(t, x,w)

×
(

� H̃
� t

(t, x)+� H̃
� x

(t, x)f (t, x, d)−w+H̃ (t, x)

)

� − V (t, x,w)

∀(t, x, w, d)∈R+×Rn×Rk×D. (3.22b)

Finally, we define

U(t, x) := V (t, x, H̃ (t, x)). (3.23)

Inequality (3.14b) is an immediate consequence of
(3.22b) and definition (3.23). Moreover, by virtue of
Fact II, there exist functionsa2 ∈ K∞ and� ∈ K+
such that

ã2(�2(t)s + �2(t)(�(t)s))�a2(�(t)s),
∀(t, s) ∈ R+ ×R+. (3.24)

The right-hand-side inequality of (3.14a) is an im-
mediate consequence of inequalities (3.20), (3.22a),
(3.24) and definition (3.23). Finally, the left-hand-side
inequality (3.14a) follows from (3.15a) and the in-
equalities

ã1(|(x, H̃ (t, x))|)� 1
2 ã1(|x|)+ 1

2 ã1(|H̃ (t, x)|),
�(2|H̃ (t, x)|)+ �(4̃(|x|1/2))��(|H(t, x)|),
�(|H(t, x)|)+ �(|x|)��(12|(x,H(t, x))|),



190 I. Karafyllis / Systems & Control Letters 54 (2005) 181–193

where�(s) := 1
4 min( ã1(s/2), ã1((̃

−1
(s/4))2)) and

a1(s) := �(s/2) are functions of classK∞.
The converse statement is immediate, if we evalu-

ate the time derivative ofU(t, x(t)) along the unique
solutionx(t) of (1.1) corresponding tod(·) ∈ MD and
initiated fromx0 at timet0 we obtain

d

dt
U(t, x(t))� − U(t, x(t)), a.e. for t� t0.

The latter differential inequality impliesU(t, x(t))
� exp(−(t − t0))U(t0, x(t0)) for all t� t0 and this in
conjunction with (3.14a) guarantees that system (1.1)
with output (1.2) is non-uniformly in time RGAOS
and zero is non-uniformly in time RGAS for (1.1).
The proof is complete. �

We next provide the proof of Theorem 3.2.

Proof of Theorem 3.2. (i)⇒(ii): Since system (1.1)
is RFC, by virtue of statement (iii) of Lemma 2.3,
it follows that there exists a function�(·) ∈ K+ ∩
C∞(R+), such that the state transformationx=�(t)z,
transforms (1.1) to system (2.5) for which 0∈ Rn is
non-uniformly in time RGAS. Consider system (2.5)
with output

Ỹ =H(t,�(t)z). (3.25)

Since system (1.1) with output (1.2) is non-uniformly
in time RGAOS, it follows by Lemma 3.3 that there
exist functions� ∈ KL and �̃ ∈ K+ such that for
everyt0�0 andx0 ∈ Rn such that

|Y (t)|��(�̃(t0)|x0| , t − t0),

∀d(·) ∈ MD and t� t0. (3.26)

The latter inequality implies the following estimate for
the output of system (2.5) with output (3.25):

|Ỹ (t)|��

(
�̃(t0)
�(t0)

|z0|, t − t0

)
,

∀d(·) ∈ MD and t� t0. (3.27)

It follows that system (2.5) with output (3.25) is non-
uniformly in time RGAOS and zero is non-uniformly
in time RGAS for (2.5). The desired implication is an
immediate consequence of Proposition 3.7.
(ii)⇒(iii): This implication is obvious.
(iii)⇒(i): Clearly, by virtue of statement (iii) of

Theorem 2.2 it follows that system (1.1) is RFC. By

virtue of Lemma 3.5, it suffices to show that property
P2 of Definition 3.1 holds for system (1.1) with out-
put (1.2). We evaluate the time derivative ofV (t, x(t))

along the unique solutionx(t) of (1.1) corresponding
to d(·) ∈ MD and initiated fromx0 at timet0:

d

dt
V (t, x(t))� − �(V (t, x(t))),

+ �(t) a.e. for t� t0. (3.28)

Then by virtue of Lemma 3.2 in[8], there exist a
function� ∈ KL and a constantM�0 such that
V (t, x(t))��(V (t0, x0)+M, t − t0),

∀t� t0 and d(·) ∈ MD. (3.29)

Inequality (3.29) in conjunction with (3.2a) implies
that property P2 of Definition 3.1 holds for system
(1.1) with output (1.2). The proof is complete.�

Finally, we end this section by providing a charac-
terization of non-uniform in time strong RGAOS. Its
proof is trivial and is omitted.

Corollary 3.8. System(1.1) with output (1.2) and
H ∈ C1(R+ ×Rn;Rk), f ∈ C0(R+ ×Rn×D;Rn)

is non-uniformly in time strongly RGAOS if and only
if it is non-uniformly in time RGAOS and moreover it
holds that

�H
� t

(t, x)+ �H
� x

(t, x)f (t, x, d)= 0,

∀(t, d) ∈ R+ ×D, x ∈ H−1(t,0), (3.30)

whereH−1(t,0) := {x ∈ Rn;H(t, x)= 0}.

4. Sufficient conditions for non-uniform in time
RGAOS

The following sufficient conditions for non-uniform
in time RGAOS will be used in forthcoming papers
concerning RGAOS.

Proposition 4.1. Consider the system

ẋ = f (t, �, x, v),
Y =H(t, x),

x ∈ Rn, v ∈ Rm, � ∈ �, t�0, (4.1)

where� ⊂ Rl is a compact set,H : R+ ×Rn → Rk

is a C0 function withH(t,0) = 0 for all t�0 and
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the dynamics f areC0 onR+ × � ×Rn ×Rm and
locally Lipschitz with respect to(x, v), uniformly in
� ∈ �, with f (t, �,0,0)= 0. Suppose that there exist
functions� ∈ KL, a,� ∈ K∞, �,�,� ∈ K+, such
that the unique solution of(4.1)initiated fromx0 ∈ Rn

at timet0�0and corresponding to input(�(·), v(·)) ∈
M� × L∞

loc([t0,+∞)), satisfies the estimates

|Y (t)|��(�(t0)|x0|, t − t0)+ sup
t0��� t

�(�(�)|v(�)|),
∀t� t0, (4.2a)

|x(t)|��(t)(a(�(t0)|x0|)+ sup
t0��� t

�(�(�)|v(�)|)),
∀t� t0. (4.2b)

Then there exists aC0 function�(t, s) : R+ ×R+ →
R+, which is locally Lipschitz with respect to s, with
�(t, ·) ∈ K∞ for each t�0, such that the following
system is non-uniformly in time RGAOS with input
(�, d) ∈ D := � × B:

ẋ = f (t, �, x,d�(t, |x|)),
Y =H(t, x), (4.3)

where B denotes the closed unit ball inRm.

Proof. Let � ∈ K∞ be a locally Lipschitz function
that satisfies�(s)��−1(s) for all s�0. Define

�(t, s) := 1

�(t)
�
(
exp(−t)s

2(1+ �(t))

)
. (4.4)

Clearly, for everyx0 ∈ Rn, t0�0 and(�(·), d(·)) ∈
MD, there existst1> t0 such that the solution of (4.3)
initiated fromx0 ∈ Rn at timet0�0 and correspond-
ing to input(�(·), d(·)) ∈ MD exists on[t0, t1). Con-
sequently, by virtue of (4.2b) and (4.4), it satisfies

|x(t)|
�(t)

�a(�(t0)|x0|)

+ 1

2
sup

t0��� t

(
exp(−�)

|x(�)|
�(�)

)
,

∀t ∈ [t0, t1), (4.5)

which implies

sup
t0��� t

|x(�)|
�(�)

�2a(�(t0)|x0|), ∀t ∈ [t0, t1). (4.6)

Estimate (4.6) implies that the solution of (4.3) does
not have a finite escape time and satisfies

|x(t)|�2�(t)a(�(t0)|x0|), ∀t� t0. (4.7)

Thus system (4.3) is RFC with input(�, d) ∈ D :=
�×B. On the other hand estimates (4.2a) and (4.7) in
conjunction with definition (4.4) provide the estimates

|Y (t)|��(�(t0)|x0|, t − t0)

+ exp(−t0)a(�(t0)|x0|), ∀t� t0, (4.8a)

|Y (t)|��(�(t2)|x(t2)|, t − t2)

+ 1

2
sup

t2��� t

(
exp(−�)

|x(�)|
�(�)

)
,

∀t� t2� t0. (4.8b)

Estimate (4.8a) guarantees that property P1 of Def-
inition 3.1 holds for (4.3). Next we show that prop-
erty P2 of Definition 3.1 holds for (4.3). Let arbi-
trary 
>0, T �0 andR�0. Clearly there existst2 :=
t2(ε, T , R)�0 such that

exp(−t2)a

(
max

0� t�T
�(t)R

)
� ε

2
.

Consequently, estimate (4.7) implies that for all
|x0|�R, t0 ∈ [0, T ], andt� t0 + t2 we have

1

2
sup

t0+t2��� t

exp(−�)
|x(�)|
�(�)

� ε

2
.

The above inequality in conjunction with (4.7) and
(4.8b), give for all|x0|�R , t0 ∈ [0, T ]:

|Y (t)|��
(
2 max
0���T+t2

�(�)�(�)

× a

(
max

0���T
�(�)R

)
, t − t0 − t2

)

+ ε

2
, ∀t� t0 + t2. (4.9)

Clearly there existst3 := t3(ε, T , R)�0 such that

�
(
2 max
0���T+t2

�(�)�(�)a
(
max

0���T
�(�)R

)
, t3

)
� ε

2
.

The above inequality in conjunction with (4.9) implies
that the property P2 of Definition 3.1 holds for the
selection� := �(ε, T , R) = t2(ε, T , R) + t3(ε, T , R).
The proof is complete. �

Proposition 4.2. Suppose that in addition to the hy-
potheses of Proposition4.1, 0∈ Rn is non-uniformly
in time RGAS for system(4.1) withv ≡ 0.Then there
exists aC0 function�(t, s) : R+ ×R+ → R+, which
is locally Lipschitz with respect to s,with �(t, ·) ∈ K∞
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for eacht�0, such that system(4.3) is non-uniformly
in time RGAOS and zero is non-uniformly in time
RGAS for(4.3)with input (�, d) ∈ D := � × B.

Proof. The proof relies on the following idea: it
suffices to prove that system (4.1) satisfies an esti-
mate of the form (4.2a) for the “extended” output
Ỹ := (x,H(t, x)). Then Proposition 4.1 guarantees
the existence of aC0 function �(t, s) : R+ ×R+ →
R+, which is locally Lipschitz with respect tos,
with �(t, ·) ∈ K∞ for eacht�0, such that system
(4.3) is non-uniformly in time RGAOS for the out-
put Ỹ := (x, H(t, x)). This implies that system
(4.3) is non-uniformly in time RGAOS and zero is
non-uniformly in time RGAS for (4.3) with input
(�, d) ∈ D := � × B.
Since 0∈ Rn is non-uniformly in time RGAS for

the “unforced” system (4.1) withv ≡ 0, then fol-
lowing exactly the same procedure with the proof of
Lemma 2.7 in[10], we can prove that for every func-
tion �(·) of classK+, there exists aC∞ map V :
R+ × Rn → R+, functionsai(·) (i = 1, . . . ,4) of
classK∞ andp(·),�(·) of classK+, such that

a1(|x|)�V (t, x)�a2(p(t)|x|), ∀(t, x) ∈ R+ ×Rn

(4.10a)

�V
� t

(t, x)+ �V
� x

(t, x)f (t, �, x, v)

� − V (t, x)+ exp(−2t) a3
( |x|

�(t)

)
a4(�(t)|v|),

∀(t, �, x, v) ∈ R+ × � ×Rn ×Rm. (4.10b)

Using inequalities (4.10a,b) we obtain that the unique
solution of (4.1) initiated fromx0 ∈ Rn at time
t0�0 and corresponding to input(�(·), v(·)) ∈
M� × L ∞

loc([t0,+∞)), satisfies the estimate for all
t� t0:

a1(|x(t)|)
�V (t, x(t))� exp(−(t − t0))V (t0, x0)

+ exp(−(t − t0)) sup
t0��� t

a3

( |x(�)|
�(�)

)
× sup

t0��� t

a4(�(�)|v(�)|). (4.11)

The above estimate in conjunction with estimate
(4.2b) shows that there exist certain functions�̃ ∈

KL, �̃ ∈ K∞, �̃, �̃ ∈ K+ such that for all
(�(·), v(·)) ∈ M� × L∞

loc([t0,+∞)) it holds that

|x(t)|� �̃(�̃(t0)|x0|, t − t0)

+ sup
t0��� t

�̃(�̃(�)|v(�)|), ∀t� t0. (4.12)

The proof is complete since (4.12) in conjunction with
estimate (4.2a) implies that there exist certain func-
tions �̄ ∈ KL, �̄ ∈ K∞, �̄, �̄ ∈ K+ such that for all
(�(·), v(·)) ∈ M� × L∞

loc([t0,+∞)) it holds that

|Ỹ (t)| = |(x(t), Y (t))|� �̄(�̄(t0)|x0|, t − t0)

+ sup
t0��� t

�̄(�̄(�)|�(�)|),
∀t� t0. � (4.13)

5. Conclusions

The notions of non-uniform in time Robust Global
Asymptotic Output Stability (RGAOS) and Robust
Forward Completeness (RFC) are introduced. Charac-
terizations for these notions were provided as well as
links with non-uniform in time Robust Global Asymp-
totic Stability (RGAS). The results presented general-
ize corresponding characterizations given in the liter-
ature for the uniform in time case.

Acknowledgements

The author would like to thank Professor J. Tsinias
for his comments and suggestions as well as the anony-
mous reviewers, who provided valuable comments.

References

[1] D. Angeli, E.D. Sontag, Forward completeness, unbounded
observability and their Lyapunov characterizations, Systems
Control Lett. 38 (4–5) (1999) 209–217.

[2] D. Angeli, E.D. Sontag, Y. Wang, A characterization of
integral input-to-state stability, IEEE Trans. Automat. Control
45 (6) (2000) 1082–1096.

[3] A.V. Fillipov, Differential Equations with Discontinuous
Right-Hand Sides, Kluwer Academic Publishers, Dordrecht,
1988.

[4] B. Ingalls, Y. Wang, On input-to-output stability for systems
not uniformly bounded, Proceedings of NOLCOS, 2001.

[5] I. Karafyllis, Non-uniform stabilization of control systems,
IMA J. Math. Control Inform. 19 (4) (2002) 419–444.



I. Karafyllis / Systems & Control Letters 54 (2005) 181–193 193

[6] I. Karafyllis, Necessary and sufficient conditions for the
existence of stabilizing feedback for control systems, IMA J.
Math. Control Inform. 20 (1) (2003) 37–64.

[7] I. Karafyllis, J. Tsinias, Global stabilization and asymptotic
tracking for a class of nonlinear systems by means of time-
varying feedback, Internat. J. Robust Nonlinear Control 13
(6) (2003) 559–588.

[8] I. Karafyllis, J. Tsinias, A converse Lyapunov theorem for
non-uniform in time global asymptotic stability and its
application to feedback stabilization, SIAM J. Control Optim.
42 (3) (2003) 936–965.

[9] I. Karafyllis, J. Tsinias, Non-uniform in time stabilization
for linear systems and tracking control for nonholonomic
systems in chained form, Internat. J. Control 76 (15) (2003)
1536–1546.

[10] I. Karafyllis, J. Tsinias, Non-uniform in time ISS and the
small-gain Theorem, IEEE Trans. Automat. Control 49 (2)
(2004) 196–216.

[11] J. Kato, A. Strauss, On the global existence of solutions
and Lyapunov functions, Ann. Mat. Pura Appl. 77 (1967)
303–316.

[12] Y. Lin, E.D. Sontag, Y. Wang, A smooth converse Lyapunov
theorem for robust stability, SIAM J. Control Optim. 34
(1996) 124–160.

[13] E.D. Sontag, Comments on integral variants of ISS, Systems
Control Lett. 34 (1998) 93–100.

[14] E.D. Sontag, Y. Wang, Notions of input to output stability,
Systems Control Lett. 38 (1999) 235–248.

[15] E.D. Sontag, Y. Wang, Lyapunov characterizations of input-
to-output stability, SIAM J. Control Optim. 39 (2001)
226–249.

[16] A.R. Teel, L. Praly, A smooth Lyapunov function from a class
KL estimate involving two positive semidefinite functions,
ESAIM-Control Optim. Calculus Variations 5 (2000)
313–367.


	Non-uniform in time robust global asymptotic output stability
	Introduction
	Robust Forward Completeness
	Robust Global Asymptotic Output Stability
	Sufficient conditions for non-uniform in timeRGAOS
	Conclusions
	Acknowledgements
	References


