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1. Introduction

The design of observers is a very important problem in mathematical control theory. In this work, we focus on the
observer design problem for the chemostat with n competing species and one limiting substrate (see [1]):

xi(t) = (wi(s(t)) — D(t) — by) xi(t), i=1,...,n
$(t) = D(t) (sin(t) —s(t)) — ng(S(t))xi(t) (1.1)
i=1

x(t) = (x1(b), ..., x, (1)) € £2, s(t) €A

with measurementy = s and inputs u = (D, si;) € U = [0, +00)? C M2, As usual, x;(t) denotes the concentration of the ith
microbial species and £2 = int(0’}), s(t) € A C (0, +00) denotes the concentration of the limiting nutrient, s;,(t) denotes
the inlet concentration of the limiting nutrient and D(t) denotes the dilution rate. The specific growth rate w;(s) of the i-
th microbial species is a continuously differentiable, positive definite, bounded function u; : [0, 4+00) — [0, +00) (i =
1,...,n) with u;(s) > Oforalls > 0. The constants b; > 0 (i = 1, ..., n) are the mortality rates of the microbial species,
while the continuously differentiable, positive definite, bounded functions g; : [0, +00) — [0, +00)(i = 1,...,n) with
gi(s) > Oforalls > 0, are the products of the specific growth rates of the species with the corresponding possibly varying
yield constants (see [2,3] for the chemostat with variable yields). For the open set A C (0, +00), we will distinguish the
following cases:

e A = (0, +00) (the general case),
o for the case s;,(t) = si, A = (0, sip).

The literature concerning chemostat models of the form (1.1) is vast, since the chemostat appears to be one of the
cornerstones of Mathematical Population Biology. The dynamics of (1.1) were studied in [4,5,1-3] (see also references
therein), where the theory of monotone dynamical systems (see [6,7,1]) plays an important role. Feedback stabilization
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problems for the chemostat have been studied in [8-24]. Observer problems for the chemostat have been studied in
[8,25-32] and existing observer design procedures (like those in [33]) can be used for the observer design for the chemostat.
It should be noted that the successful observer designs for the chemostat can lead to the solution of dynamic output feedback
control problems (see [8,22]).

In this work, we apply recent results for the observability of systems which are linear in the unmeasured state
components (presented in [34]), in order to design hybrid dead-beat reduced-order observers for system (1.1). More
specifically, we show that:

e system (1.1) with n = 1 is strongly observable in time r > 0 for arbitrary r > 0,

e the dynamic output feedback stabilization problem for (1.1) with n = 1 can be solved with the combination of a static
state feedback stabilizer and the proposed dead-beat hybrid reduced order observer (Proposition 3.1),

e coexistence implies absence of strong observability for n = 2 (Proposition 3.3),

e it is impossible to design a smooth observer for system (1.1) with n = 2 which guarantees convergence of the estimates
for all inputs (D, siy) € £L5.(R4; U), under the assumption of coexistence (Proposition 3.4),

e system (1.1) with n = 2, D = 0 (batch culture) and Michaelis—-Menten kinetics for the specific growth rates is strongly
observable in time r > O for arbitrary r > 0 if and only if the specific growth rates and the mortality rates of the two
microbial species are not identical (Theorem 3.5); this result is important because batch cultures of microbial species are
used only for finite time and the proposed dead-beat hybrid reduced order observer can provide exact estimates in very
short times,

e aset of sufficient conditions (which does not allow coexistence) can guarantee strong observability of system (1.1) with
n=2intimer > 0 (Theorems 3.7 and 3.8).

The absence of strong observability and the impossibility of designing an observer for the case n = 2 under the
assumption of coexistence, justifies the use of feedback laws which necessarily depend on the concentrations of the
microbial species for the stabilization of the coexistence equilibrium point (see [9,21]).

Finally, it should be mentioned that the obtained results can be extended in the same spirit to the case n > 3 (see
Lemma 2.5 in the present work and [22]).

Notation. Throughout this paper we adopt the following notation:

* Let ] € Ny = [0, +400) be an interval. By L*°(I; U)(Lpw(I; U)) we denote the space of measurable and (locally)
essentially bounded functions u( - ) defined on I and taking values in U C )™,

* For definitions of the function classes K., KL see [31].

x By C%(A; £2), we denote the class of continuous functions on A € %", which take values in £2. The term “smooth
function” means a function with derivatives of all orders.

% Afunctionf : A — N, where A C )" is a non-empty set with 0 € A, is called positive definite if f (x) > 0 for all
xe€ A\ {0}andf(0) = 0.

x For a vector x € N", we denote by x’ its transpose. The determinant of a square matrix A € R"*" is denoted by det(A).
A € R™™M denotes the transpose of the matrix A € R™*",

* By A = diag(l;, I, . .., I,) we mean that the matrixA = {a;; i = 1,...,n, j = 1, ..., n} is diagonal with a; = [;, for
i=1,...,n
* By int(U) € U we denote the interior of a set U C ™. By )i, we denote the set of all x = (x1,...,%;)" € R" with

xi>0(@G=1,...,n).

Under the assumptions described above, for every pair of inputs (D, s;;) € £Li.(N4; U) and for every (xo, Sp) € £2 x A

there exists a unique solution (x(t), s(t)) € £2 x A of (1.1) defined for all t > 0 with initial condition (x(0), s(0)) = (xg, So)

corresponding to inputs (D, si) € Lo (Ry; U).

2. Review of recent results

Consider an autonomous system described by ordinary differential equations of the form:

x(t) = f(x(0), u(®))

2.1
x(t) € 2 CR", u(t) e U < R (2.1)

where £2 C R"is an open set, U C H™ is a non-empty closed set and the mapping f : 2 x U — R" is locally Lipschitz. The
output of system (2.1) is given by

y(t) = h(x(t)) (2.2)

where the mapping h : £2 — %R is continuous. We assume that for every xo € 2 and u € Li>.(N4; U), the solution

x(t, Xo; u) of (2.1) with initial condition x(0) = x(0, xo; u) = x¢ and corresponding to input u € L (N; U) exists for all

t > 0, i.e,, we assume forward completeness. For system (2.1) we adopt the following notion of observability.
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Definition 2.1. Consider system (2.1) with output (2.2). We say that the input u € £*°([0, r]; U) strongly distinguishes the
state xp € £2 intime r > O, if the following condition holds

rr%gx] [h(x(t, xo; u)) — h(x(t, &;u))| > 0, forallé € Dwithxg # &. (2.3)
tel0,r

We next define the notion of strongly observable systems in time r > 0. The reader should note that strong observability
is a more demanding notion than simple observability (see [35]).

Definition 2.2. Consider system (2.1). We say that (2.1) is strongly observable in timer > O ifeveryinputu € L£*°([0, r]; U)
strongly distinguishes every state xo € D in time r > 0.

Now, we show how the main results of [34], that is, Proposition 2.3 and Corollary 3.3 of [34], can be applied to the
continuous bioreactor model (1.1). More precisely, assuming for the time being that system (1.1) is strongly observable in
time r > 0, we are in a position to define the operator:

P:C°([0,r]; A) x £2([0,r]; U) — £2.
For each s € C°([0, r]; A), (D, sin) € L*X([0, r]; U), P(s, D, siy) is defined by

P(s, D, sin) = ®(1)Q ™" /rP(T)CI(T)dT (2.4)
0

where &(t) = diag (exp (fof (1 (s(w)) — D(w) — by) dw) ... exp (fot (i (s(w)) — D(w) — by) dw)) Q= [lqx)

q(mydr, qr) = [ @'()CE)ds, C(r) = —(g(s(1),....&(s(1) € R'.p(r) = s(r) — s(0) — [y D(w)
(Sin(w) — s(w)) dw for all T € [0, r]. Proposition 2.3 in [34] guarantees that, under the assumption of strong observability
in time r > O for system (1.1), then for every (xq, Sg) € 2 x Aand (D, si;) € L3N, ; U) the following equality holds:

loc
x(t) = P(8¢_;S, 6¢—rD, 8¢_+Sin), forallt >r (2.5)

where (8;_;5) (w) = s(t —r + w), (6;—D) (w) = D(t —r + w), (§;_;Sin) (W) = s;p(t — r + w) forw € [0, r].
Therefore, if system (1.1) is strongly observable in time r > 0, then we are in a position to provide a reduced order
dead-beat observer for system (1.1). Given ¢y > 0, zg € £2, we calculate z(t) by the following algorithm.
Calculation of z(t) for t € [ty + ir, to + (i + 1)r], where i > 0 is a non-negative integer:
(1) Calculate z(t) for t € [ty + ir,tg + (i + 1)r), the solution of z(t) = M(s(t), D(t))z(t), where M(s,D) =
diag (11(s) =D — b1, ..., tn(s) — D — by).
(2) Setz(ty + (i+ 1)r) = P(8¢y4irS, Stg+irD, StgyirSin), Where P : Co([0, r]; A) x L£2°([0, r]; U) — $£2 is the operator defined
by (2.4).

Fori = 0 we take z(ty) = zo (initial condition). Schematically, we write:
z(t) = M(s(t), D(t))z(t), t € [T, Tit1)
Z(TH—]) = P((Sl’,‘sa (S‘E,‘Da 6'L',‘Sin) (26)

Tig1 =T +T.
Thus, we obtain from Corollary 3.3 in [34] the following result.
Proposition 2.3. Consider system (1.1) and assume that it is strongly observable in time r > 0. Consider the unique solution

(x(t), s(t), z(t)) € 2 x A x £ of (1.1), (2.6) with arbitrary initial condition (xq, Sg, Z9) € §2 X A x §2 corresponding to
arbitrary input (D, siy) € L. (N, ; U). Then the solution (x(t), s(t), z(t)) € 2 x A x £2 of (1.1), (2.6) satisfies:

loc

z(t) = x(t), forallt > r. (2.7)

The explicit formulae for the observer (2.6) for n = 2 are given next.

21(t) = (ua(s(t)) — D(t) — by) z1(t)

27(t) = (a(s(t)) — D(t) — by) z,(r), O ¢ € [T Tin)

and

zj(tiy1) = Nj (i — 112,2)‘1 exp </ ’ (mi(s(t)) — D(t) — b)) dt) , j=1,2
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Tit+1 t
Ny 2=/ ’ (S(Ti) —S(t)+/ D(w) (sin(w) — s(w)) dW) (g1 (6) — I 2¢2(1)) dt

Tit1 t
N, :=/ <S(Ti)_5(t)+/ D(w) (Sm(w)—S(w))dw> (ha(t) — L2 (1)) dt

1
Ti+1 Ti+1

I = g7 (Hdt, j=1,2 and I, = #1(t) o (t)dt

Ti Ti

and

t T
Pj(t) == / gi(s(1)) exp (/ (1i(s(w)) — D(w) — by) dw) dr, j=1,2.
Ti Ti
It should be noted that the observer (2.6) is a hybrid observer which uses delays and guarantees exact knowledge of the
concentrations of the microbial species after r time units.
Finally, we end this section by presenting the following lemma, which is to be used in next section.

Lemma 2.4. Suppose that system (1.1) with n = 2 is not strongly observable in time r > 0. Then there exist (D, sj;) €
L2([0, r]; U) and (xo, So) € int(R3) x A such that

t
3(t) = D(t) (sn(t) — S(0)) — (Xz,o + 2 (SO)XLO) 2 (5()) exp ( / (12(s(w)) — D(w) — by) dw) :
£2(S0) 0
foralmostallt € [0, r] (2.8)
and
K (s(t))$(t) = ua(s(t)) — u1(s(t)) + by — by, foralmostallt € [0, r] (2.9)

where s(t) € A denotes the component of the solution (x(t), s(t)) € int(ﬂii) x A of (1.1) with initial condition (Xg, So) €

int(M3) x A corresponding to input (D, si) € Liw(N1; U), Xo = (X1,0, X2,0) € int(R2) and

_d. (&)
Kk(s) == T In (gz(s)) . (2.10)

Proof. Suppose that system (1.1) is not strongly observable in time r > 0. By virtue of Corollary 2.4 in [34] there exists
(D, sin) € LX([0,1]; U), (x0,S0) € int(N3) x Aand & = (&1, &,)" € ®?, § # 0 such that

t t
&121(s(t)) exp (/ (1 (s(w)) — by) dw) + &82(s(t)) exp (/ (m2(s(w)) — by) dw) =0, forallt €[0,r] (2.11)
0 0

where s(t) € A denotes the component of the solution (x(t), s(t)) € int(iﬁi) x A of (1.1) with initial condition (xq, Sg) €
int(?ﬁi) x A corresponding to input (D, si;) € L. (N4; U). Therefore, (2.11) implies that:

& (s0) Egz(so)
det g1(s(t)) exp (f (na(s(w)) — by) dw) 8(s(t)) exp (/ (n2(s(w)) — by) dw) 0.
0 0
forallt € [0, 1] (2.12)
or equivalently,
t
g1(s(t)) exp (/ (n1(s(w)) — b1) dw>
0
_ &1(50) (/t )
= 2(s(t)) exp (ua(s(w)) — by)dw ), forallt € [0,r]. (2.13)
22(So) 0

Equality (2.13) in conjunction with (1.1) and the fact that x;(t) = x; ¢ exp (fot (ni(s(w)) — D(w) — by) dw) ,i=1,2,
implies equality (2.8). Equality (2.9) is obtained by differentiation of (2.13). O

The result of Lemma 2.4 can be extended to a number of microbial species (n) greater than 2. However, in such a case, we
need additional regularity properties and the result is a differential equation for s(t) of order n — 1. The following lemma
shows the extension of Lemma 2.4 to the case n = 3.
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Lemma 2.5. Consider system (1.1) with n = 3 and suppose that the functions u; : [0, +00) — [0, 4+00) (i = 1,2, 3) and
gi : [0,400) — [0, +00) (i = 1,2, 3) are smooth. Moreover, suppose that the applied inputs (D, si;) € £L°([0, r]; U) are
absolutely continuous functions. If system (1.1) with n = 3 is not strongly observable in time r > 0 then there exist absolutely
continuous inputs (D, si;) € L°([0, r]; U) and (xgq, Sg) € int(ﬁti) X A such that either

d
— (k2,3(s(£))8(t) + Apa3(s(t))) o (r1,3(5(0)5() + Apr3(s()) + (k2,3(5(E)S(E) + Az 3(s(t)))
X (r1,3(5(0)3(8) + Apq 3(5(1))) (k2,1 (SO)S(E) + Apa,1(s()) + (k1,3(5(E)5(E) + Apq 3(s(1)))

X % (k2,3(s(£))$(t) + Apa3(s(t))) =0, foralmostallt € [0, 1] (2.14)
or
k12(s(£))5(t) + Apq2(s(t)) =0, forallt € [0,r1] (2.15)

where s(t) € A denotes the component of the solution (x(t), s(t)) € int(?ﬁi) x A of (1.1) with initial condition (xo, Sg) €
int(f)ﬁ) x A corresponding to input (D, sp) € L°.(My; U) and

loc
i = i (ED) | Aus) = ) — 1y(9) — b+ b, (2.16)
5] dS gj(s) 5] ] )
foralli,j=1,2,3.

Proof. Suppose that system (1.1) is not strongly observable in time r > 0. By virtue of Corollary 2.4 in [34] there exists
(D, sin) € £2([0, 1]; U), (X0, So) € int(R3) x Aand & = (&1, &, &) € N>, & # 0such that
t t
§181(s(t)) exp (/ (11(s(w)) — by) dw) + £282(s(t)) exp (/ (12(s(w)) — by) dw)
0 0

t
+ &3g3(s(t)) exp (/ (u3(s(w)) — b3) dw) =0, forallt €[0,r] (2.17)
0

where s(t) € A denotes the component of the solution (x(t), s(t)) € int(.‘)ﬁ) x A of (1.1) with initial condition (xq, Sp) €
int(?ﬁi) x A corresponding to input (D, si;) € L5 (M4 U).
We distinguish the following cases:

(1) Case 1: &5 = 0. In this case, working exactly as in the proof of Lemma 2.4 we can show that (2.17) implies that (2.15)
holds.

(2) Case 2: &, = 0.In this case, working exactly as in the proof of Lemma 2.4 we can show that (2.17) implies the differential
equation k1 5(s(t))$(t) + Apq.3(s(t)) = 0 forall t € [0, r]. Consequently, (2.14) holds.

(3) Case 3: &3 # 0and &, # 0. In this case, by differentiating (2.17) and using definitions (2.16) we obtain:

t
&1 (k1,3(5(0)3() + Apa(s(£)) &1 (s(t)) exp (/ (1 (s(w)) — b1) dw) + & (12,3(5(0))3() + Apa(s(1)))
0

t
X g2(s(t)) exp (/ (n2(s(w)) — by) dw) =0, forallte]0,r]. (2.18)
0
By differentiating (2.18) and using definitions (2.16), we obtain (2.14). O

3. Strong observability of the chemostat

The results of the previous section clearly indicate that it is important to study under what conditions the chemostat
(1.1) is a strongly observable system.

3.1. Casen =1

For this case we have the system:

x(t) = (u(s(t)) — D(t) — b) x(t)

. 3.1
$(t) = D(t) (sin(t) — s(t)) — g(s(t))x(t). G-
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Using Corollary 2.4 in [34], we conclude that system (3.1) is strongly observable in time r > 0 for arbitrary r > 0. The
observer (2.6) can be used for system (3.1), which for n = 1 takes the form:

2() = ((s(®) — D(O) — b)2(t), ¢ € [7h Tis1)
Tit1 Tit1 -1 pri4q
2(ti41) = exp ( f ' (M(S(w))—D(w)—b)dw> ( / : qz(r>dr) / Y payde (32)

i i
Tl =T +T
where
t

p(t) == S(t)—S(r,-)—/ D(w) (Sin(w) —s(w))dw and

t p
q(t) == — / g(s(p)) exp (/ (u(s(w)) — D(w) — b) dw) dp.

The hybrid reduced-order observer (3.2) guarantees that for every initial condition (xq, Sg, z9) € 2 x A x £ and for
every (D, sip) € £Lin.(N4; U) the solution of (3.1), (3.2) satisfies z(t) = x(t) forall t > r.
It is important to notice that the observer (3.2) can be combined with state feedback laws for the stabilization of the

chemostat model (3.1) by means of dynamic output feedback. More specifically, we obtain the following result.

Proposition 3.1. Let (s*,x*) € (0,s;;) X (0,4+00) be an equilibrium point for (3.1) with s;;,(t) = si; > 0,D(t) =
D* > 0,i.e., u(s*) = D* 4+ b and D* (si —s*) = g(s*)x*. Suppose that there exists a locally Lipschitz feedback law
k : (0, sin) x (0, +00) — (0, +00) with D* = k(s*, x*) such that (s*, x*) € (0, siy) x (0, +00) is globally asymptotically
stable for the closed-loop system (3.1) with the feedback law D = k(s, x) and (s, x) € (0, s;;) x (0, +00). Moreover, suppose
that system (3.1) with the dynamic feedback law D = k(s, z),z = (u(s) — D — b) z, z € (0, +00) is forward complete.

Then for every r > 0, the equilibrium point (s,x,z) = (s*, x*, x*) is globally asymptotically stable for the closed-loop
system (3.1) with (3.2) and D = k(s, z).
Proof. Let r > 0 be arbitrary. First, the following change of coordinates is performed:

Sin €XP(X2)

x = x"exp(x1), s=_— "<
p(x1) G + exp(xy)

where G := 5’”5—15* Under the above change of coordinates, system (3.1) with s;;(t) = s;; > 0 takes the form:

X1 = i(x2) +D* =D
X3 = (Gexp(—xz) + 1) [D — D*Z(x2) exp(xy)] (3.4)

x= (x1,%) € R

Sip exp(xp)
_ . - g(Pens ) o
where i(x3) = i (ﬁi’;—ff&i;) — u(s*), &(xz) = C+f;§_p1(X2) (G;Zf;xz) ) Since the feedback law D = k(s, x) guarantees that

(s*, x*) € (0, si) x (0, +00) is globally asymptotically stable for the closed-loop system (3.1), it follows that 0 € N2 is

Sin €XP(X2)

globally asymptotically stable for the closed-loop system (3.4) with D = k (c exp()

X" exp(x1)). Therefore, there exists

Sin €XP(X2)

o € KL such that for every xo € %2, t > 0 the solution of the closed-loop system (3.4) with D = k (G+exp(x2) , X" exp(x1))

initiated from (x;(0), x,(0))" = x, satisfies:
[X(O)| < o (Ix0] , 1) . (3.5)

System (3.1) with the dynamic feedback law D = k(s,z),z = (u(s) — D — b) z is transformed to system (3.4) with
D=k (5"” eXpUX2)  yx EXD(X3)> and

GHexp(xp)’
X3 = i(xy) +D* — D; x3 €N (3.6)
where
z = X" exp(x3). (3.7)

Moreover, system (3.4), (3.6) with D = k (fﬂ‘;’;—‘l’)((’;i)) x* exp(x3)) is forward complete. Using the main result in [36], it

follows that system (3.4), (3.6) withD = k ( & eXP(X2) |y exp(x3) ) is Robustly Forward Complete (see [37]) and consequently,
G+exp(xp)
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by virtue of Lemma 2.3 in [37], there exists a € K,, such thatevery x, € i3, t € [0, r] the solution of the closed-loop system

(3.4), (3.6) with D = k (% X" exp(x3) ) iitiated from (x1(0), x>(0), X3 (0))' = X, satisfies:

[(x1(b), x2(t), x3())| < a(|xol) . (3.8)

Since z(t) = x(t) forall t > r, it follows from (3.3), (3.5), (3.7) and (3.8) that the closed-loop system (3.1) with (3.2) and
D = k(s, z) satisfies the following estimates:

()] (52 o (22)
X* 5*(5111 - S(t))
<30 (a (‘m ("(0)) + |in (z(o))‘ + [in <(5”1 - *)5(0))D - r) . forallt > r (3.9)
x* s*(sin — $(0))
(22 ¢ o (S50 n(22)
X* S*(sin — s(t))
< 3a ( In <@>‘ + |In <Z(—O)>‘ + ‘ln (w)‘) , forallt e[O0,r]. (3.10)
PS x* s*(sin — 5(0))

Inequalities (3.8) and (3.10) allow us to conclude that the equilibrium point (s,x,z) = (s*, x*, x*) is globally
asymptotically stable for the closed-loop system (3.1) with (3.2) and D = k(s, z). The proof is complete. O

Example 3.2. In [15] it is shown that the feedback law D = p(s) (D* +b)x* N ¥+ £max (0, s* —s), where £ > 0is a constant,
guarantees that (s*, x*) € (0, si;) x (0, 400) is globally asymptotically stable for the closed-loop system (3.1) with g(s) =
Ku(s), sm (t) = s;;, where K > 0 is a constant. Here, we will show that system (3.1) with g(s) = Ku(s), sip(t) = sin, D =
n(S) s (D* +b)x* 2 2 + £max(0,s* —5s),z = (u(s) — D — b) z is forward complete. Therefore, Proposition 3.1 guarantees that
for every r > 0, the equilibrium point (s,x,z) = (s*, x*, x*) is globally asymptotically stable for the closed-loop system
(3.1)with (3.2)and D = u(s) ——— (D*+b)x* < Z 4 L£max(0,s*—s),g(s) = K,u(s) sin(t) = Sipn.

We consider system (3.1) with g(s) = Ku(s), Sin(t) = Sin, D = 1(8) == (D*+b)x* £+ £max(0,s* —s),z=(u(s) —D—Db)z.
Clearly, for every (zg, Xg, So) € (0, +00) x (0, +00) x (0, s;,) there exists t.x > 0 such that the solution (z(t), x(t),s(t)) €
(0, +00) x (0, +00) x (0, siy) of system (3.1) with g(s) = Ku(s), Sin(t) = Sin, D = u(s) (D*er)x* £ 4+ L£max(0,s* —s),z =

(u(s) — D — b) z initiated from (z(0), x(0), s(0)) = (2o, Xo, So) exists for all t € [0, tmax). Using the fact that u(s) < @max
for all s > 0, it follows that:

z(t) = x(t)xy 'z9, forallt € [0, tmax) (3.11)
x(t) < xgexp ((umax — b)t), forallt € [0, tmax). (3.12)

(—ws+s*), wherec = X, o =

Simple manipulations show that § = £ max (0, s* —s) (si; — ) + Ku(s)x P

cs(s s*)
c+(1-— c)%. It follows that § < O forall's > s* max (1, w™!) and § > O foralls < s* min (1, w™"). At this point it should

be noticed that sj;, > s* max (1, w™"). Therefore, the following inequalities hold:

min (so, s*, s*0 ") < s(t) < max (so, s*,s*w™"), forallt € [0, tmax)- (3.13)

Using (3.11), (3.12), (3.13), it follows that the following differential inequality holds for all t € [0, tpax)

s*
> (- K zp ex —b)t)—Ls* —b] x
= ( Mmax (S — 5*) min (50, 5, S*a)il) 0 €XP ((max )t) )

which directly implies that the following estimate holds:

MmaxS*K Zo
(Mmax — D) (Sin — s*) min (so, 5*, s*~!

forallt € [0, tmax). (3.14)

x(t) > exp (— ) (exp ((max — b) t) — 1) — Ls™t — bt) Xo,

Inequalities (3.12)-(3.14) in conjunction with (3.11) and a standard contradiction argument show that we must have
tmax = —+00. Hence, system (3.1) with g(s) = Ku(s),spt) = s, D = u(s) = (D*+b)x* ; + £max(0,s*—5s),z =
(u(s) — D — b) z is forward complete. O
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3.2. Coexistence implies absence of strong observability forn = 2

Consider system (1.1) for n = 2 with constant inputs D(t) = D and s;,(t) = s;,. A coexistence equilibrium point for the
chemostat model (1.1) is an equilibrium point (x], x5, s*) € int(é}ti) x (0, sip) of (1.1) satisfying (see [1])

u1(s*) = by =D = uy(s*) — by (3.15)
D(sin — s*) = g1(s")X] + &2(5%)x5. (3.16)

Proposition 3.3. If system (1.1) with n = 2 admits a coexistence equilibrium point, then for every r > 0, system (1.1) with
n = 2 is not strongly observable in timer > 0.

Proof. By virtue of Definitions 2.1 and 2.2, it suffices to show that there exist inputs (D, s;;) € £L*([0, r]; U), states
(%0, S0) € 2 X A, (&, Sp) € §£2 x A such that

s(t) =s(t), forallt € [0,r] (3.17)

where s(t) € A denotes the component of the solution (x(t), s(t)) € £2 x A of (1.1), with initial condition (xg, Sg) € 2 x A
corresponding to input (D, sip) € Lo (N1; U) and 5(t) € A denotes the component of the solution (x(t), s(t)) € £2 x Aof
(1.1), with initial condition (&, so) € §2 x A corresponding to input (D, sin) € L (R4; U).

Consider the constant inputs D(t) = D, s;;(t) = s;, and notice that for every & = (&1, &) € 2 with

&)

82(s*)
the component s(t) € A of the solution (x(t), s(t)) € £2 x Aof (1.1), with initial condition (x*, s*) € £2 x A corresponding to
input (D, si) € L2 (M ; U) and the component 5(t) € A of the solution (x(t), 5(t)) € £2 x Aof (1.1), with initial condition

loc

(§,5") € 2 x A corresponding to input (D, sip) € L (N4; U) satisfy

&

(X — &) +x (3.18)

s(t) = 5(t) = s*. (3.19)
The proof is complete. O

The absence of strong observability under the assumption of coexistence implies that a smooth (conventional) observer
cannot be designed for this case. This is guaranteed by the following (negative) result.

Proposition 3.4. Assume that a coexistence equilibrium point for the chemostat model (1.1) with n = 2 exists. Then there are no
locally Lipschitz functions G; : A X A x 2 x U — N (i = 1, 2, 3) such that the following system

21(t) = (r1(s(t)) — D(t) — b1) z1(t) + (s(t) — §(£)) G1(s(t), §(t), z1(¢), z2(t), D(t), sin(£))
2(t) = (u2(s(t)) — D(t) — ba) z5(t) + (s(t) — &(1)) Ga(s(t), & (8), z1(£), 22(t), D(E), Sin(£))
E(t) = D(t) (sin(t) — s(1)) — g1(s(t))z1 (1) — &2(s(1))z2(t) (3.20)
+ (s(t) —&§(1)) G3(s(t), §(t), 1(t), z2(t), D(t), sin (1))
z(t) = (z1(D), 1) €2, £ €A
is an observer for system (1.1) with n = 2.

Proof. Suppose the contrary, i.e., suppose that there exist locally Lipschitz functions G; : AXAXx 2 xU - N (i=1, 2, 3)
such that system (3.20) is an observer for system (1.1) with n = 2. Using the argument in the proof of Proposition 3.3,
we consider system (1.1) withn = 2,D(t) = D, si(t) = s, initiated at (x1, xp, s*), where x = (x1,x;) € £
satisfies D(s;; — s*) = g1(s*)x1 + g2(s*)x, and system (3.20) initiated at (zi, zp, s*), where z = (z1,2;) € £2 satisfies
D(sin — ™) = g1(5*)z1 + 22(5*)z; and z # x. In this case it holds that £(t) = s(t) = s* and |z(t) — x(t)| = |z(0) — x(0)|. On
the other hand, the assumption that (3.20) is an observer for system (1.1) with n = 2 implies thatlim;_, o, |z(t) — x(t)| = 0,

for every (D, sin) € £Liw.(N4; U). Thus, we have a contradiction. O

The negative results of Propositions 3.3 and 3.4 do not mean that no observation of system (1.1) with n = 2 is possible,

under the assumption of coexistence. If special inputs (D, si;) € £Lin.(R4; U) are used then we may be able to obtain an

observer for system (1.1). The following subsection shows that this is the case.

3.3. Batch culture forn = 2

The model of a batch culture of n species in competition is given by (1.1) with D = 0. For n = 2 we obtain the input-free
model:
X1 = (1(s) — by) x4, Xy = (1a(s) — b)) xp

3.21
§ = —g1(5)X1 — &2()x7. (321)
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We will assume constant yield coefficients, i.e., gi(s) = u;(s) fori = 1, 2 and Michaelis-Menten kinetics for the specific
growth rates, i.e.,

( ) as ( ) as
S) = ——; S) =
H ’(1 +s Ha kz +s

where aq, ay, kq, k; > 0 are positive constants. Therefore, we obtain the model:

X = hs by ) x X = b3 b, | x
1= k1+5 1 1 2 = k2+S 2 2

ais a,s
P -2 x (3.23)
ki+s ky +s
(X1, X2, 5) € int(R2).

(3.22)

S =

We are in a position to prove the following result.

Theorem 3.5. For every r > 0 the following implication holds:

System (3.23) is not strongly observable in timer > 0 = a; = a,, by = b, and k; = k;.

Remark 3.6. Theorem 3.5 guarantees that if the specific growth rates and the mortality rates of the two species are not
identical, then for every r > 0, system (3.23) is strongly observable in time r > 0. Therefore the hybrid observer
(2.6) will be a reduced order dead-beat observer. It is clear that the converse implication of the one provided by
Example 3.2 automatically holds. Notice that if a; = a = a,b; = b, = band k; = k, = k, then system (3.23) can
be decomposed into two subsystems:

- the “observable” subsystem
d as
E(Xl +X) = <m - b) (x1 +x2)
as
k+s

§=—

(X1 +x2)

and
- the “unobservable” subsystem

d(x Xy) = ® b)(x —x)
de ' T \k+s o

Therefore the characterization provided by Theorem 3.5 is sharp.

Proof. Suppose that system (3.23) is not strongly observable in time r > 0. Applying Lemma 2.4 with D = 0 and using
(3.22) and the fact that g;(s) = u;(s) fori = 1, 2, we guarantee the existence of (xg, Sg) € int(fﬁi) such that:

(ky —k1)$ = [a1 — ay + by — by]s* + [arky — azky + (by — by) (ks + ky)]s

+ kiko (b, — by), forallt € [0, r] (3.24)
t

§(t) = — (xz,o + 2 1(s°)x1,0> a(s(t)) exp ( f (2 (s(w)) — by) dw) <0, foralltel[o,r] (3.25)
12(So0) 0

where s(t) > 0 denotes the component of the solution (x(t), s(t)) € int(ﬂﬁ) of (3.23) with initial condition (xq, Sp) €
int(.%i).

We next distinguish the following cases:

Case 1: k; = k, = k. From (3.24) and (3.25) we conclude that the polynomial p(s) = [a; —ay + by, — by]s® +
k[a; — ay + 2(b, — by)]s + k*(b, — by) must be the zero polynomial. It follows that by = b, and a; = a,.

Case 2: k1 # k,. We will show that this case cannot happen because it leads to a contradiction.

In this case, we get from (3.24) and (3.25):

— b, —b ky — ayk b, — by)(k k b, — b
a; —a; + by 152+a1<2 azky + (by — by) (k1 + 2)s—|—k1k2 2 — b
kz—k1 kz—k1 kz — K1

S=f(s) =

, forallt €[0,r] (3.26)

and

t
exp <_/ (a2 (s(w)) — by) dw) = —A, forallt €[0,r] (3.27)
w2(s) 0
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where A := x5 + Z‘ggix 1.0- By virtue of (3.27) it follows that for all t € [0, r]:

o2

G )Mz(s) §$ (n2(s) —b2) =0 (3.28)
and by virtue of (3.26) it follows that for all ¢t € [0, r]:
= f'()f (5). (3.29)

Combining (3.26), (3.28) and (3.29), we obtain for all t € [0, r]:

[f’(s) /G (()) 1 (S) — (a(s) — zm}f(s) —0

or equivalently,

p(s)f(s) =0 (3.30)
where
p(s) = 2(a; — az + by — by) 8 + [(2a1 — 2a; + 3b; — by) ky — by(ky + k2)] s>
+ kaby (ky — k1) s — (by — by)kiks. (3.31)

The fact that § < 0 implies that the polynomial p(s)f (s) must be the zero polynomial. Therefore, by = b, = 0 and
a; = a; = a > 0. However, notice that in this case (3.26) gives § = as, which contradicts (3.25) and the fact s < 0.
The proof is complete. O

3.4. Conditions for strong observability in timer > 0 forn = 2
We next provide conditions for strong observability of system (1.1) with n = 2 for two different cases.

Theorem 3.7. Consider system (1.1) withn = 2, s;,(t) = sj, and A = (0, s;,). Assume that there exists a constant ¢ > 0 such
that one of the following holds:

(A1) Kk (s) # 0 and L2012 < ¢, for alls € (0, sin)
or

(A2) k(s) # 0and ’”(S)_“;fgﬂ”_bz > ¢, foralls € (0, siy)

where k is defined by (2.10). Then for every r > ¢~ s;,, (1.1) is strongly observable in time r > 0.

Theorem 3.8. Consider system (1.1) withn = 2 and A = (0, 4-00). Assume that there exist constants a, ¢ > 0 such that one of
the following holds:

(A3) k(s) # 0 and W < —as® — ¢, foralls € (0, +00)
or

(A4) k(s) # 0and W > as® + ¢, forall s € (0, +00)

where « is defined by (2.10). Then for every r >

#E' system (1.1) is strongly observable in timer > 0.

Remark 3.9. For the usual case where g;(s) = u;(s) fori = 1, 2 and the specific growth rates satisfy the Michaelis-Menten
kinetics (3.22), conditions (A1)-(A4) are expressed by:

(A1) ky # k; and @=gztp=tig? 4 are—tlatbe=buatio)s 4 joky 2= < —c, for alls € (0, i)

k] kz k] k2 k]
or
(A2') ky # k, and S=gztp=tng? 4 are—tlirQ=bulatlo)s 4 joyky 2t >, for alls € (0, i)
and
(A3') kq # ky and & “2+22 big2 | dika— azl‘ﬁz(bzklb”(k”k”s + kik, i; 2} < —as® — ¢, foralls € (0, +00)
or

(A4') ki # k and & “2+22 big2 | aike— azl‘ﬁz(bzklbl)(kﬁk”s+k k, /<2 121 > as® + ¢, forall s € (0, +00).

For Theorem 3.7, if in addition we have D(t) € [0, Dyax], Where Dpha > 0, then condition (A2) can obtain the following,
less demanding form:

b1—b . by — _b
(A2") k(s) # O foralls € (0, s;;,) and % > cforalls € (0, s;,) with “Z(S),f(s;(s—:_lg)z < Diax-
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Proof of Theorems 3.7 and 3.8. The proofs are made by contradiction. Suppose that system (1.1) is not strongly observable
intime r > 0. Employing Lemma 2.4, we can guarantee the existence of (D, s;,) € £%°([0, r]; U) and (X, Sp) € int(?ﬁi) x A
such that:

_ Ha(5(0) — pa(s(O) + by — b,
K (s(t))

It is direct to verify that if sy € A = (0, s;,), r > ¢~ 's;, and hypothesis (A1) or hypothesis (A2) holds then the solution of
(3.32) cannot satisfy s(t) € A = (0, s;,) forall t € [0, r], a contradiction. Indeed, if (A1) holds, then (3.32) gives §(t) < —c,
for almost all t € [0, r], which directly implies s(r) < sy — cr. The previous inequality for sy € A = (0, s;;) and r > ¢~ 's;,
shows that s(r) < 0,i.e.,s(r) & A, a contradiction. Similarly, if (A2) holds, then (3.32) gives $(t) > c, for almostall t € [0, r],
which directly implies s(r) > so + cr. The previous inequality for s € A = (0, s;;,) and r > ¢~ 's;, shows that s(r) > s;,, i.e.,
s(r) & A, a contradiction.

If hypothesis (A3) holds and r > #ﬁ then by employing the comparison lemma in [31], we can guarantee that
the solution of (3.32) cannot satisfy s(t) € A for all t € [0, r]. Indeed, (3.32) in conjunction with hypothesis (A3) gives
$(t) < —as*(t) — c for almost all t € [0, r]. The fact that the mapping t — s(t) is absolutely continuous in conjunction
with the inequality $(t) < —as®(t) — c for almost all t € [0, r], implies that lim sup,_, o+ s“”‘# < —as’(t) — ¢
for all t € [0, r]. The previous differential inequality in conjunction with the comparison lemma in [31], implies that

$(t) , foralmostallt € [0, r]. (3.32)

arctan (s(t)\/g) < arctan (so@ — ti/ac, forallt € [0, r]. The previous inequality shows that s(t) ¢ A for t > #&

On the other hand, if hypothesis (A4) holds and r > - then by using the comparison lemma in [31], we can guarantee

il 2\/&
that the solution of (3.32) presents a finite escape time in the interval [0, r]. Indeed, (3.32) in conjunction with hypothesis
(A3) gives 5(t) > as?(t) + c for almost all t € [0, r]. The mapping t — y(t) = % € A = (0, 400) is an absolutely
continuous mapping on [0, r] which satisfies y(t) = —s~2§(t) < —a —cs—2(t) = —a — cy*(t) foralmost all t € [0, r]. From

this point the analysis is exactly the same as in the cases of hypothesis (A3). O

4. Concluding remarks

In this work, we have applied recent results for the observability of systems which are linear with respect to the
unmeasured state components in [34] in order to design hybrid dead-beat reduced-order observers for the chemostat with
microbial species in competition, i.e., system (1.1). We have assumed that the measured output is the concentration of the
nutrient and we are interested in the estimation of the size of the populations of the competing microbial species. It has
been showed that the chemostat with one species is strongly observable in time r > 0 for arbitrary r > 0. The design
of a reduced-order hybrid dead-beat observer for the case with one species allowed us to show that the dynamic output
feedback stabilization problem for (1.1) with n = 1 can be solved with the combination of a static state feedback stabilizer
and the proposed dead-beat hybrid reduced order observer.

Furthermore, new relationships between coexistence and strong observability are established for a chemostat with two
microbial species (Proposition 3.3). The proposed dead-beat reduced-order observer can be used for system (1.1) with
n = 2,D = 0 (batch culture) and Michaelis—Menten kinetics for the specific growth rates: the batch culture is strongly
observable in time r > O for arbitrary r > 0 if and only if the specific growth rates and the mortality rates of the two
microbial species are not identical. The result (Theorem 3.5) is important because batch cultures of microbial species are
used only for finite time and the proposed dead-beat hybrid reduced order observer can provide exact estimates in very
short times. Finally, a set of sufficient conditions (which do not allow coexistence) that can guarantee strong observability
of system (1.1) with n = 2 in time r > 0 is provided.

The obtained results can be extended in the same spirit to the case of system (1.1) with n > 3 (see Lemma 2.5 in the
present work and [22]). Moreover, the obtained results can be used for the study of the observer design problem of system
(1.1) under periodic inputs (D, si;) € Lo (N ; U) and the solution of the observer-based output feedback control problem.

I
This will be the subject of future researcolg.
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