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In this work characterizations of internal notions of
output stability for uncertain time-varying systems
described by retarded functional differential equations
are provided. Particularly, characterizations by means
of Lyapunov functionals of uniform and non-uniform in
time Robust Global Asymptotic Output Stability are
given. The results of this work have been developed for
systems with outputs in abstract normed linear spaces
in order to allow outputs with no delay, with discrete or
distributed delay or functional outputs with memory.
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1. Introduction-Motivation

In this work we develop Lyapunov characterizations
of various internal robust stability notions for uncer-
tain systems described by Retarded Functional Dif-
ferential Equations (RFDEs). The internal robust
stability notions proposed in the present work are
parallel to the internal robust stability notions used
for finite-dimensional systems and the framework
used in this work allows the study of systems with
outputs with no delays, outputs with discrete or dis-
tributed delay or functional outputs with memory.

It should be emphasized that our assumptions for
systems described by RFDEs are very weak, since we
do not assume boundedness or continuity of the right-
hand side of the differential equation with respect to
time or a Lipschitz condition. Furthermore, we do not
assume that the disturbance set is compact.

Notions of output stability have been studied for
finite-dimensional systems described by ordinary dif-
ferential equations (see [11,15,17,32,33]) or difference
equations (see [12,16]). For systems described by
RFDEs the notion of partial stability (which is a
special case of the notion of global asymptotic output
stability) has been studied in [2,3,10,34]. Particularly
in [2], the authors provide Lyapunov characterizations
of local partial stability for systems described by
RFDEs without disturbances under the assumptions
of the invariance of the attractive set and boundedness
of the right-hand side of the differential equation with
respect to time.

In this work we provide Lyapunov characterizations
of Robust Global Asymptotic Output Stability
(RGAOS) for systems described by RFDEs with dis-
turbances, without the hypothesis that the attractive
set is invariant and without the assumption that the
right-hand side of the differential equation is bounded
with respect to time. Particularly, we consider uniform
and non-uniform notions of RGAOS, which directly
extend the corresponding notions of Robust Global
Asymptotic Stability of an equilibrium point (see
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[3,4,5,9,18,23,24,25,27,28]). The reader should notice
that the notion of non-uniform in time (asymptotic)
stability is a classical stability notion arising in time-
varying differential equations (see for instance [8, 25]).
The usefulness of the non-uniform in time stability
notions in Mathematical Control Theory was recently
shown in [13–20]: time-varying feedback will induce
a time-varying closed-loop system even if the open-
loop control system is autonomous. The use of time-
varying feedback provides certain advantages which
cannot be guaranteed by time-invariant feedback (see
[13,14] and references therein). Finally, in [14,16,20]
it was shown that non-uniform in time stability notions
are useful even for autonomous systems (see for
instance Proposition 3.7 in [14], Proposition 3.3 in [16]
and Theorem 3.1 in [20]) and can be utilized in order to
study robustness to perturbations for control systems.

The results of the present work are expected to have
numerous applications for Mathematical Control
Theory. For example, the characterizations presented
in this work can be directly used (exactly as in the
finite-dimensional case) in order to:

� obtain necessary and sufficient Lyapunov-like
conditions for the existence of robust continuous
feedback stabilizers for control systems described
by RFDEs (use of Control Lyapunov Functionals),

� develop backstepping methods for the feedback
design for triangular control systems described by
RFDEs,

� develop Lyapunov redesign methodologies which
guarantee robustness to disturbance inputs,

� study the solution of tracking control problems
where the signal to be tracked is not necessarily
bounded with respect to time,

� study the existence/design observer problem for sys-
tems described by RFDEs by means of Lyapunov-
like conditions (e.g., Observer Lyapunov Func-
tion, Lyapunov characterizations of observability/
detectability).

However, the most important application of the
results presented in this work is the development of
Lyapunov characterizations of the external stability
notions of Input-to-Output Stability (IOS) and Input-
to-State Stability (ISS) for systems described by
RFDEs. Related findings are reported on in a com-
panion paper [21].

The structure of the paper is as follows: Section 2 is
devoted to the presentation of the class of systems
studied in this work. The stability notions used in the
present paper as well as other important notions
concerning Lyapunov functionals are provided in
Section 3. Section 4 contains the main results of this

work. Two important examples are presented in Sec-
tion 5: Example 5.1 shows the applicability of the
main results to feedback stabilization problems and
Example 5.2 is an academic example which illustrates
the use of the Lyapunov characterizations provided in
the present paper. Finally, the main results are proved
in the Appendix. For the proofs of the main results
some important technical results are stated and
proved in the Appendix. It should be noticed that the
capability of dealing with measurable (and not piece-
wise continuous) disturbances is provided by the three
technical results proved in the Appendix (Lemma A.1,
Lemma A.2 and Lemma A.3).
Notations Throughout this paper we adopt the fol-
lowing notations:

� Let I � Rn be an interval. By C0ðI; �Þ, we denote
the class of continuous functions on I, which take
values in � � Rn. By C1ðI; �Þ, we denote the class
of functions on I with continuous derivative,
which take values in �.

� For a vector x 2 Rn we denote by jxj its usual
Euclidean norm and by x0 its transpose. For x 2
C0ð½�r; 0�;RnÞ we define jjxjjr :¼ max

�2½�r;��
jxð�Þj.

� N denotes the set of positive integers and Rþ

denotes the set of non-negative real numbers.
� We denote by [R] the integer part of the real
number R, i.e., the greatest integer, which is less
than or equal to R.

� E denotes the class of non-negative C0 functions

� : Rþ ! Rþ, for which it holds:
Rþ1

0

�ðtÞdt <
þ1 and lim

t!þ1�ðtÞ ¼ 0.
�We denote byKþ the class of positiveC0 functions
defined on Rþ. We say that a function � : Rþ !
Rþ is positive definite if �ð0Þ ¼ 0 and �ðsÞ > 0 for
all s > 0. By K we denote the set of positive def-
inite, increasing and continuous functions. We
say that a positive definite, increasing and con-
tinuous function � : Rþ ! Rþ is of class K1
if lim
s!þ1 �ðsÞ ¼ þ1. By KL we denote the set of all

continuous functions � ¼ �ðs; tÞ : Rþ �Rþ !
Rþ with the properties: (i) for each t � 0 the
mapping �ð	; tÞ is of class K ; (ii) for each s � 0,
the mapping �ðs; 	Þ is non-increasing with
lim

t!þ1�ðs; tÞ ¼ 0.
� Let U � Rm be a non-empty set with 0 2 U. By
BU½0; r� :¼ u 2 U; juj 
 rf g we denote the closed
sphere in U � Rm with radius r � 0, centered at
0 2 U.

� Let D � Rl be a non-empty set. By MD we denote
the class of all Lebesgue measurable and locally
essentially boundedmappings d : Rþ ! D. By ~MD

we denote the class of all right-continuous
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mappings d : Rþ ! D, with the property that
there exists a countable setAd � Rþ which is either
finite or Ad ¼ ftdk; k ¼ 1; . . . ;1g with tdkþ1 > tdk >
0 for all k ¼ 1; 2; . . . and lim tdk ¼ þ1, such that
the mapping t 2 RþnAd ! dðtÞ 2 D is continuous.

� Let x : ½a� r; bÞ ! Rn with b > a > �1 and
r > 0. By TrðtÞx we denote the ‘‘r-history’’ of x at
time t 2 ½a; bÞ, i.e., TrðtÞx :¼ xðtþ �Þ; � 2 ½�r; 0�.
Notice that TrðtÞx 2 C0ð½�r; 0�;RnÞ if x is con-
tinuous.

� By jj jjY , we denote the norm of the normed linear
space Y .

2. Main Assumptions and Preliminaries

for Systems Described by RFDEs

Let D � Rl be a non-empty set and Y a normed linear
space. We denote by xðtÞ the solution of the initial-
value problem:

_xðtÞ ¼ fðt;TrðtÞx; dðtÞÞ;
YðtÞ ¼ Hðt;TrðtÞxÞ
xðtÞ 2 Rn; dðtÞ 2 D;YðtÞ 2 Y ð2:1Þ

with initial condition Trðt0Þx ¼ x0 2 C0ð½�r; 0�;RnÞ,
where r > 0 is a constant and the mappings f : Rþ�
C0ð½�r; 0�;RnÞ�D ! Rn;H : Rþ � C0ð½�r; 0�;RnÞ !
Y satisfy fðt; 0; dÞ ¼ 0, Hðt; 0Þ ¼ 0 for all ðt; dÞ 2
Rþ �D. The vector dðtÞ 2 D represents a time-
varying uncertainty of the model.

Standard hypotheses (see (H1), (H3), (H4) below)
are employed in order to guarantee uniqueness of
solutions for (2.1), Lipschitz continuity of the solution
with respect to the initial conditions and continuity of
the output map. An additional hypothesis will be used
in order to guarantee the ‘‘Boundedness-Implies-
Continuation’’ property (see (H2) below). Particu-
larly, in this work we consider systems of the form
(2.1) under the following hypotheses:

(H1) The mapping ðx; dÞ ! fðt; x; dÞ is continuous for
each fixed t � 0 and there exists a symmetric, positive
definite matrix P 2 Rn�n such that for every bounded
I � Rþ and for every bounded S � C0ð½�r; 0�;RnÞ,
there exists a constant L � 0 satisfying the following
inequality:

xð0Þ � yð0Þð Þ0P fðt; x; dÞ � fðt; y; dÞð Þ

 L max

�2½�r;0�
xð�Þ � yð�Þj j2¼ L x� yk k2r

8t 2 I; 8ðx; yÞ 2 S� S; 8d 2 D

Hypothesis (H1) is equivalent to the existence of a
continuous function L : Rþ �Rþ ! Rþ such that for
each fixed t � 0 the mappings Lðt; 	Þ and Lð	; tÞ are
non-decreasing, with the following property:

xð0Þ � yð0Þð Þ0P fðt; x; dÞ � fðt; y; dÞð Þ

 Lðt; xk krþ yk krÞ x� yk k2r8ðt; x; y; dÞ 2 Rþ

�C0ð½�r; 0�;RnÞ � C0ð½�r; 0�;RnÞ �D

ð2:2Þ
(H2) For every bounded� � Rþ � C0ð½�r; 0�;RnÞ the
image set fð��DÞ � Rn is bounded.
(H3) There exists a countable set A � Rþ, which
is either finite or A ¼ ftk; k ¼ 1; . . . ;1g with tkþ1 >
tk > 0 for all k ¼ 1; 2; . . . and lim tk ¼ þ1, such
that themapping ðt; x; dÞ 2 ðRþnAÞ � C0ð½�r; 0�;RnÞ�
D ! fðt; x; dÞ is continuous. Moreover, for each
fixed ðt0; x; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ �D, we have
lim
t!tþ

0

fðt; x; dÞ ¼ fðt0; x; dÞ.
(H4) The mapping Hðt; xÞ is Lipschitz on bounded
sets, in the sense that for every bounded I � Rþ and
for every bounded S � C0ð½�r; 0�;RnÞ, there exists a
constant LH � 0 such that:

Hðt; xÞ �Hð�; yÞk kY
 LH t� �j j þ x� yk kr
� �

8ðt; �Þ 2 I� I; 8ðx; yÞ 2 S� S

Hypothesis (H4) is equivalent to the existence of a
continuous function LH : Rþ �Rþ ! Rþ such that
for each fixed t � 0 the mappings LHðt; 	Þ and LHð	; tÞ
are non-decreasing, with the following property:

Hðt;xÞ �Hð�; yÞk kY

 LH max t; �f g; xk krþ yk kr

� �
t� �j j þ x� yk kr
� �

8ðt; �;x; yÞ 2 Rþ �Rþ �C0ð½�r; 0�;RnÞ
�C0ð½�r; 0�;RnÞ ð2:3Þ

It should be emphasized at this point that a major
advantage of allowing the output to take values in
abstract normed linear spaces in (2.1), is that we are in
a position to consider:

� outputs with no delays, e.g. YðtÞ ¼ hðt; xðtÞÞ with
Y ¼ Rk,

� outputs with discrete or distributed delay, e.g.
YðtÞ ¼ hðxðtÞ; xðt� rÞÞ or YðtÞ ¼ Rt

t�r

hðt; �; xð�ÞÞd�
with Y ¼ Rk,

� functional outputs with memory, e.g. YðtÞ ¼
hðt; �; xðtþ �ÞÞ; � 2 ½�r; 0� or the identity
output YðtÞ ¼ TrðtÞx ¼ xðtþ �Þ; � 2 ½�r; 0� with
Y ¼ C0ð½�r; 0�;RkÞ.
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It is clear that (by virtue of hypotheses (H1–3)
above and Lemma 1 in [7], page 4) for every d 2 MD

the composite map fðt; x; dðtÞÞ satisfies the Car-
athéodory condition on Rþ � C0ð½�r; 0�;RnÞ and
consequently, by virtue of Theorem 2.1 in [9] (and
its extension given in paragraph 2.6 of the same
book), for every ðt0; x0; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ �
MD there exists h > 0 and at least one continuous
function x : ½t0 � r; t0 þ h� ! Rn, which is absolutely
continuous on ½t0; t0 þ h� with Trðt0Þx ¼ x0 and _xðtÞ ¼
fðt;TrðtÞx; dðtÞÞ almost everywhere on ½t0; t0 þ h�. Let
x : ½t0 � r; t0 þ h� ! Rn and y : ½t0 � r; t0 þ h� ! Rn

be two solutions of (2.1) with initial conditions
Trðt0Þx ¼ x0 and Trðt0Þy ¼ y0 and corresponding
to the same d 2 MD. Evaluating the derivative of
the absolutely continuous map zðtÞ ¼ ðxðtÞ �
yðtÞÞ0PðxðtÞ � yðtÞÞ on ½t0; t0 þ h� in conjunction with
hypothesis (H1) above, we obtain the integral
inequality:

xðtÞ � yðtÞj j2
 K2

K1
xðt0Þ � yðt0Þj j2

þ2

Z t

t0

~L Trð�Þx� Trð�Þyk k2r d�; 8t 2 ½t0; t0 þ h�

where ~L :¼ K�1
1 Lðt0 þ h; aðt0 þ hÞÞ, Lð	Þ is the func-

tion involved in (2.2), aðtÞ :¼ sup
�2½t0�r;t�

xð�Þj jþ
sup

�2½t0�r;t�
yð�Þj jand K2 � K1 > 0 are the constants that

satisfy K1 xj j2
 x0Px 
 K2 xj j2 for all x 2 Rn. Conse-
quently, we obtain:

TrðtÞðx� yÞk k2r

K2

K1
x0 � y0k k2r

þ2

Z t

t0

~L Trð�Þðx� yÞk k2r d� ; 8t 2 ½t0; t0 þ h�

and a direct application of the Gronwall-Bellman
inequality gives:

TrðtÞðx� yÞk kr

ffiffiffiffiffiffi
K2

K1

r
x0 � y0k krexp ~Lðt� t0Þ

� �
;

8t 2 ½t0; t0 þ h� ð2:4Þ
Thus, we conclude that under hypotheses (H1–4), for
every ðt0; x0; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ �MD there
exists h > 0 and exactly one continuous function
x : ½t0 � r; t0 þ h� ! Rn, which is absolutely continu-
ous on ½t0; t0 þ h� with Trðt0Þx ¼ x0 and _xðtÞ ¼
fðt;TrðtÞx; dðtÞÞ almost everywhere on ½t0; t0 þ h�. We
denote by �ðt; t0; x0; dÞ the ‘‘r-history’’ of the unique
solution of (2.1), i.e., �ðt; t0; x0; dÞ :¼ TrðtÞx, with
initial condition Trðt0Þx ¼ x0 corresponding to
d 2 MD. Using hypothesis (H2) above and Theorem

3.2 in [9], we conclude that for every ðt0; x0; dÞ 2 Rþ �
C0ð½�r; 0�;RnÞ �MD there exists tmax 2 ðt0;þ1�,
such that the unique solution xðtÞ of (2.1) is defined
on ½t0 � r; tmaxÞ and cannot be further continued.
Moreover, if tmax < þ1 then we must necessarily
have lim sup

t!t�max

xðtÞj j ¼ þ1. A direct consequence of

inequalities (2.4) and (2.3) is the following inequality
which holds for every pair �ð	; t0; x0; dÞ : ½t0; txmaxÞ !
C0ð½�r; 0�; RnÞ, �ð	; t0; y0; dÞ : ½t0; tymaxÞ ! C0ð½�r; 0�;
RnÞ of solutions of (2.1) with initial conditions
Trðt0Þx ¼ x0, Trðt0Þy ¼ y0, corresponding to the
same d 2 MD and for all t 2 ½t0; t1Þ with
t1 ¼ min txmax; t

y
max

� �
:

�ðt; t0; x0; dÞ � �ðt; t0; y0; dÞk kr

 G x0 � y0k krexp ~Lðt; aðtÞÞðt� t0Þ

� �
Hðt; �ðt; t0; x0; dÞÞ �Hðt; �ðt; t0; y0; dÞÞk kY


 GLH t; aðtÞð Þ x0 � y0k kr
exp ~Lðt; aðtÞÞðt� t0Þ
� �

aðtÞ ¼ sup
�2½t0;t�

�ð�; t0; x0; dÞk krþ �ð�; t0; y0; dÞk kr
� �

ð2:5Þ
where G :¼

ffiffiffiffi
K2

K1

q
and ~L :¼ K�1

1 Lðt; aðtÞÞ. Since
fðt; 0; dÞ ¼ 0 for all ðt; dÞ 2 Rþ �D, it follows that
�ðt; t0; 0; dÞ ¼ 0 2 C0ð½�r; 0�;RnÞ for all ðt0; dÞ 2
Rþ �MD and t � t0. Furthermore, (2.5) implies that
for every " > 0, T; h � 0 there exists � :¼ �ð";T; hÞ > 0
such that:

jjxjjr < � ) sup �ð�; t0; x; dÞk kr;
�

2 MD; � 2 ½t0; t0 þ h�; t0 2 ½0;T�g < "

Thus 0 2 C0ð½�r; 0�;RnÞ is a robust equilibrium point
for (2.1) in the sense described in [15].

It should be emphasized that if d 2 ~MD then the
map t ! fðt; x; dðtÞÞ is right-continuous on Rþ and
continuous on RþnðA [ AdÞ. Applying repeatedly
Theorem 2.1 in [9] on each one of the intervals
contained in ½t0; tmaxÞnðA [ AdÞ, we conclude that
the solution satisfies _xðtÞ ¼ fðt;TrðtÞx; dðtÞÞ for
all t 2 ½t0; tmaxÞnðA [ AdÞ. By virtue of the mean
value theorem, it follows that lim

h!0þ
xðtþhÞ�xðtÞ

h ¼
fðt;TrðtÞx; dðtÞÞ for all t 2 ½t0; tmaxÞ.

3. Definitions of Important Notions

An important property for systems of the form (2.1) is
Robust Forward Completeness (RFC) (see [15]). This
property will be used extensively in the following
sections of the present work.
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Definition 3.1: We say that (2.1) under hypotheses
(H1–4) is Robustly Forward Complete (RFC) if for
every s � 0, T � 0, it holds that

sup �ðt0 þ 	; t0; x0; dÞk kr;
�

	 2 ½0;T�; x0k kr
 s; t0 2 ½0;T�; d 2 MD

�
< þ1

In what follows the reader is introduced to the notions
of non-uniform in time and uniform Robust Global
Asymptotic Output Stability (RGAOS) for systems
described by RFDEs. Notice that the notion of
RGAOS is applied to uncertain systems with a robust
equilibrium point (vanishing perturbations) and is an
‘‘Internal Stability’’ property.

Definition 3.2: Consider system (2.1) under hypotheses
(H1–4). We say that (2.1) is non-uniformly in time
Robustly Globally Asymptotically Output Stable
(RGAOS) with disturbances d 2 MD if (2.1) is RFC
and the following properties hold:

P1 (2.1) is Robustly Lagrange Output Stable, i.e., for
every " > 0, T � 0, it holds that

sup Hðt;�ðt; t0;x0;dÞÞk kY ;
�

t2 ½t0;þ1Þ; x0k kr
 "; t0 2 ½0;T�;d2MDg<þ1

(Robust Lagrange Output Stability)

P2 (2.1) is Robustly Lyapunov Output Stable, i.e., for
every " > 0 and T � 0 there exists a � :¼ � ";Tð Þ > 0
such that:

x0k kr
 �; t0 2 ½0;T� ) Hðt; �ðt; t0; x0; dÞÞk kY

 "; 8t � t0; 8d 2 MD

(Robust Lyapunov Output Stability)

P3(2.1) satisfies the Robust Output Attractivity
Property, i.e. for every " > 0, T � 0 and R � 0, there
exists a � :¼ � ";T;Rð Þ � 0, such that:

x0k kr
 R; t0 2 ½0;T� ) Hðt; �ðt; t0; x0; dÞÞk kY

 "; 8t � t0 þ �; 8d 2 MD

Moreover, if there exists a function a 2 K1 such
that a xk kr

� � 
 Hðt; xÞk kY for all ðt; xÞ 2 Rþ�
C0ð½�r; 0�;RnÞ, then we say that (2.1) is non-uniformly
in time Robustly Globally Asymptotically Stable
(RGAS) with disturbances d 2 MD.

We say that (2.1) is non-uniformly in time Robustly
Globally Asymptotically Output Stable (RGAOS) with
disturbances d 2 ~MD if (1.1) is RFC and properties
P1–3 above hold with d 2 ~MD instead of d 2 MD.

The next lemma provides an estimate of the output
behavior for non-uniformly in time RGAOS systems.
It is a direct corollary of Lemma 3.4 in [15].

Lemma 3.3: System (2.1) under hypotheses (H1–4)
is non-uniformly in time RGAOS with disturbances d 2
MD (or d 2 ~MD) if and only if system (2.1) is
RFC and there exist functions � 2 KL, 
 2 Kþ such
that the following estimate holds for all ðt0; x0Þ 2 Rþ�
C0ð½�r; 0�;RnÞ, d 2 MD (or d 2 ~MD) and t � t0:

Hðt; �ðt; t0; x0; dÞÞk kY 
 � 
ðt0Þ x0k kr; t� t0
� �

ð3:1Þ

We next provide the definition of Uniform Robust
Global Asymptotic Output Stability, in terms of KL
functions, which is completely analogous to the finite-
dimensional case (see [22,26,32,33]). It is clear that
such a definition is equivalent to a � � " definition
(analogous to Definition 3.2).

Definition 3.4: Suppose that (2.1) under hypotheses
(H1–4) is non-uniformly in time RGAOS with dis-
turbances d 2 MD (or d 2 ~MD) and there exist � 2 KL
such that estimate (3.1) holds for all ðt0; x0Þ
2 Rþ � C0ð½�r; 0�;RnÞ, d 2 MD (or d 2 ~MD) and t �
t0 with 
ðtÞ � 1. Then we say that (2.1) is Uniformly
Robustly Globally Asymptotically Output Stable
(URGAOS) with disturbances d 2 MD (or d 2 ~MD).

The following lemma must be compared to Lemma
1.1, page 131 in [9]. It shows that for periodic systems
RGAOS is equivalent to URGAOS. Its proof can be
found at the Appendix. We say that (2.1) under
hypotheses (H1–4) is T-periodic, if there exists T > 0
such that fðtþ T;x; dÞ ¼ fðt; x; dÞ and Hðtþ T;xÞ ¼
Hðt; xÞ for all ðt;x; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ �D. We
say that (2.1) under hypotheses (H1–4) is autonomous
if fðt; x; dÞ ¼ fð0; x; dÞ and Hðt; xÞ ¼ Hð0; xÞ for all
ðt; x; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ �D.

Lemma 3.5: Suppose that (2.1) under hypotheses
(H1–4) is T-periodic. If (2.1) is non-uniformly in time
RGAOS with disturbances d 2 MD (or d 2 ~MD), then
(2.1) is URGAOS with disturbances d 2 MD (or
d 2 ~MD).

In order to study the asymptotic properties of
the solutions of systems of the form (2.1), we will
use Lyapunov functionals and functions. Therefore,
certain notions and properties concerning functionals
are needed.

Let x 2 C0 ½�r; 0�;Rnð Þ. By Ehðx; vÞ, where 0 
 h <
r and v 2 Rn we denote the following operator:

Ehðx; vÞ :¼ xð0Þ þ ð�þ hÞv for � h < � 
 0
xð�þ hÞ for � r 
 � 
 �h

�
ð3:2Þ
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Let V : Rþ � C0 ½�r; 0�;Rnð Þ ! R. We define

Notice that the function ðt; x; vÞ ! V0ðt; x; vÞ may
take values in the extended real number set
R� ¼ ½�1;þ1�.

An important class of functionals is presented next.

Definition 3.6: We say that a continuous functional
V : Rþ � C0ð½�r; 0�;RnÞ ! Rþ, is ‘‘almost Lipschitz
on bounded sets’’, if there exist non-decreasing functions
M : Rþ ! Rþ, P : Rþ ! Rþ, G : Rþ ! ½1;þ1Þ
such that for all R � 0, the following properties hold:

(P1) For every x; y 2 x 2 C0ð½�r; 0�;RnÞ; xk kr
 R
� �

,
it holds that:

Vðt; yÞ � Vðt; xÞj j 
 MðRÞ y� xk kr; 8t 2 ½0;R�

(P2) For every absolutely continuous function x :
½�r; 0� ! Rn with xk kr
 R and essentially bounded
derivative, it holds that:

Vðtþh;xÞ�Vðt;xÞj j
 hPðRÞ 1þ sup
�r
�
0

_xð�Þj j
� 	

;

for all t2 ½0;R� and 0
 h
 1

G Rþ sup
�r
�
0

_xð�Þj j
� 	

Remark 3.7: For mappings V : Rþ � C0 ½�r; 0�;ð
RnÞ ! R, which are Lipschitz on bounded sets of
Rþ � C0 ½�r; 0�;Rnð Þ, the derivative defined in (3.3)
coincides with the derivative introduced in [6] and was
used later in [4]. Particularly, we have:

V0ðt; x; vÞ :¼ lim sup
h!0þ

Vðtþ h;Ehðx; vÞÞ � Vðt; xÞ
h

Finally, the following definition introduces an
important relation between output mappings. The
equivalence relation defined next, will be used exten-
sively in the following sections of the present work.

Definition 3.8: Suppose that there exists a continuous
mapping h : ½�r;þ1Þ �Rn ! Rp with hðt; 0Þ ¼ 0 for
all t � �r and functions a1; a2 2 K1 such that

a1 hðt;xð0ÞÞj jð Þ
 Hðt;xÞk kY
a2 sup
�2½�r;0�

hðtþ�;xð�ÞÞj j
 !

for all ðt;xÞ2Rþ�C0ð½�r;0�;RnÞ. Then we say that H :
Rþ�C0ð½�r;0�;RnÞ!Y is equivalent to the finite-
dimensional mapping h.

For example, the identity output mappingHðt; xÞ ¼
x 2 C0ð½�r; 0�;RnÞ is equivalent to finite-dimensional
mapping hðt; xÞ ¼ x 2 Rn.

4. Main Results

We are now in a position to present Lyapunov-like
characterizations for non-uniform in time RGAOS
and URGAOS. The proofs are provided in the
Appendix.

Theorem 4.1: Consider system (1.1) under hypotheses
(H1–4). The following statements are equivalent:

(a) (2.1) is non-uniformly in time RGAOS with
disturbances d 2 MD.

(b) (2.1) is non-uniformly in time RGAOS with
disturbances d 2 ~MD.

(c) (2.1) is RFC and there exist functions

a1; a2 2 K1, 
; � 2 Kþ with
Rþ1

0

�ðtÞdt ¼ þ1, a

positive definite locally Lipschitz function � :
Rþ ! Rþ and a mapping V : Rþ � C0ð½�r; 0�;
RnÞ ! Rþ, which is almost Lipschitz on boun-
ded sets, such that:

a1 Hðt; xÞk kY
� � 
 Vðt; xÞ 
 a2 
ðtÞ xk kr

� �
;

8ðt; xÞ 2 Rþ � C0ð½�r; 0�;RnÞ ð4:1Þ

V0ðt; x; fðt; x; dÞÞ 
 ��ðtÞ� Vðt; xÞð Þ;
8ðt; x; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ �D

ð4:2Þ

(d) (2.1) is RFC and there exist functions
a1; a2 2 K1, 
 2 Kþ and a mapping V : Rþ�
C0ð½�r; 0�;RnÞ ! Rþ, which is almost Lipschitz
on bounded sets, such that inequalities (4.1),
(4.2) hold with �ðtÞ � 1 and �ðsÞ :¼ s.

(e) (2.1) is RFC and there exist a lower semi-
continuous mapping V : Rþ � C0ð½�r� �; 0�;
RnÞ ! Rþ, a constant � � 0, functions a1; a2

2 K1, 
; � 2 Kþ with
Rþ1

0

�ðtÞdt ¼ þ1, � 2 E

(see Notations) and a positive definite locally
Lipschitz function � : Rþ ! Rþ, such that the
following inequalities hold:

a1 Hðt; xÞk kY
� � 
 Vðt; xÞ 
 a2 
ðtÞ xk krþ�

� �
;

8ðt; xÞ 2 <þ � C0ð½�r� �; 0�;<nÞ ð4:3Þ

V0ðt; x; vÞ :¼ lim sup
h!0þ

y!0;y2C0ð½�r;0�;RnÞ

Vðtþ h;Ehðx; vÞ þ hyÞ � Vðt; xÞ
h

ð3:3Þ
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V0ðt; x; fðt;Trð0Þx; dÞÞ 
 ��ðtÞ� Vðt; xÞð Þ

þ�ðtÞ�
Z t

0

�ðsÞds
0
@

1
A; 8ðt; dÞ 2 ½�;þ1Þ �D;

8x 2 SðtÞ ð4:4Þ

where the set-valued map SðtÞ is defined for t � � by
SðtÞ :¼ [

d2 ~MD

Sðt; dÞ and the set-valued map Sðt; dÞ is

defined for t � � and d 2 ~MD by:

Sðt; dÞ :¼
�
x 2 C0ð½�r� �; 0�;RnÞ;xð�Þ ¼ xð��Þ

þ
Z�
��

fðtþ s;TrðsÞx; dð� þ sÞÞds;8� 2 ½��; 0�



ð4:5Þ
Moreover,

(i) if H : Rþ � C0ð½�r; 0�;RnÞ ! Y is equivalent to
the finite-dimensional continuous mapping h :
½�r;þ1Þ �Rn ! Rp then inequalities (4.1) in
statements (c) and (d) can be replaced by the
following inequalities:

a1 hðt;xð0ÞÞj jð Þ 
 Vðt;xÞ 
 a2 
ðtÞ xk kr
� �

;

8ðt;xÞ 2 Rþ �C0ð½�r; 0�;RnÞ ð4:6Þ

(ii) if H : Rþ � C0ð½�r; 0�;RnÞ ! Y is equivalent to
the finite-dimensional continuous mapping h :
½�r;þ1Þ �Rn ! Rp then inequalities (4.3) in
statement (e) can be replaced by the following
inequalities:

a1 hðt; xð0ÞÞj jð Þ 
 Vðt; xÞ 
 a2 
ðtÞ xk krþ�

� �
;

8ðt; xÞ 2 Rþ � C0ð½�r� �; 0�;RnÞ
ð4:7Þ

(iii) if there exist functions a 2 K1, � 2 Kþ and a con-
stant R � 0 such that a �ðtÞ xð0Þj jð Þ 
 Vðt; xÞ þ R
for all ðt; xÞ 2 Rþ � C0ð½�r; 0�;RnÞ then the
requirement that (2.1) is RFC is not needed in
statements (c) and (d) above.

Theorem 4.2: Consider system (2.1) under hypotheses
(H1–4). The following statements are equivalent:

(a) (2.1) is URGAOS with disturbances d 2 MD.
(b) (2.1) is URGAOS with disturbances d 2 ~MD.
(c) (2.1) is RFC and there exist functions a1; a2 2K1,

a positive definite locally Lipschitz function � :
Rþ ! Rþ and a mapping V : Rþ � C0

ð½�r; 0�;RnÞ ! Rþ, which is almost Lipschitz on
bounded sets, such that:

a1 Hðt; xÞk kY
� � 
 Vðt; xÞ 
 a2 xk kr

� �
;

8ðt; xÞ 2 Rþ � C0ð½�r; 0�;RnÞ ð4:8Þ

V0ðt; x; fðt; x; dÞÞ 
 �� Vðt; xÞð Þ;
8ðt; x; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ �D

ð4:9Þ

(d) (2.1) is RFC and there exist functions a1; a2 2 K1
and a mapping V : Rþ � C0ð½�r; 0�; RnÞ ! Rþ,
which is almost Lipschitz on bounded sets, such
that inequalities (4.8), (4.9) hold with �ðsÞ :¼ s.
Moreover, if system (2.1) is T–periodic, then V is
T–periodic (i.e. Vðtþ T; xÞ ¼ Vðt; xÞ for all
ðt; xÞ 2 Rþ � C0ð½�r; 0�;RnÞ) and if (2.1) is
autonomous then V is independent of t.

(e) (2.1) is RFC and there exist constants �; 
 � 0,
a lower semi-continuous mapping V :Rþ �
C0ð½�r� �;0�; RnÞ !Rþ, functions a1; a2 2 K1
and a positive definite locally Lipschitz function
� :Rþ !Rþ, such that the following inequalities
hold:

a1 Hðt; xÞk kY
� � 
 Vðt; xÞ 
 a2 xk krþ�

� �
;

8ðt; xÞ 2 <þ � C0ð½�r� �; 0�;<nÞ
ð4:10Þ

V0ðt; x; fðt;Trð0Þx; dÞÞ 
 
Vðt; xÞ;
8ðt; x; dÞ 2 Rþ � C0ð½�r� �; 0�;RnÞ �D

ð4:11aÞ

V0ðt; x; fðt;Trð0Þx; dÞÞ 
 �� Vðt; xÞð Þ;
8ðt; dÞ 2 ½�;þ1Þ �D; 8x 2 SðtÞ ð4:11bÞ

where the set-valued map SðtÞ is defined for t � �
by SðtÞ :¼ [

d2 ~MD

Sðt; dÞ and the set-valued map

Sðt; dÞ is defined for t � � and d 2 ~MD by (4.5).
Moreover,

(i) if H : Rþ � C0ð½�r; 0�;RnÞ ! Y is equivalent to
the finite-dimensional continuous T-periodic
mapping h : ½�r;þ1Þ �Rn ! Rp then inequal-
ities (4.8) in statements (c) and (d) can be
replaced by the following inequalities:

a1 hðt;xð0ÞÞj jð Þ 
 Vðt; xÞ 
 a2 xk kr
� �

;

8ðt; xÞ 2 Rþ � C0ð½�r; 0�;RnÞ ð4:12Þ
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(ii) if H : Rþ � C0ð½�r; 0�;RnÞ ! Y is equivalent to
the finite-dimensional continuous T–periodic
mapping h : ½�r;þ1Þ �Rn ! Rp then inequal-
ities (4.10) in statement (e) can be replaced by
the following inequalities:

a1 hðt; xð0ÞÞj jð Þ 
 Vðt; xÞ 
 a2 xk krþ�

� �
;

8ðt; xÞ 2 <þ � C0ð½�r� �; 0�;<nÞ ð4:13Þ

(iii) if there exist functions a 2 K1, � 2 Kþ and a con-
stant R � 0 such that a �ðtÞ xð0Þj jð Þ 
 Vðt; xÞ þ R
for all ðt;xÞ 2 Rþ � C0ð½�r; 0�;RnÞ then the
requirement that (2.1) is RFC is not needed in
statements (c) and (d) above.

Remark 4.3: The set-valued map Sðt; dÞ defined by
(4.5) can be equivalently described for given t � � and
d 2 ~MD as

‘‘the set of all x 2 C0ð½�r� �; 0�;RnÞ, which are
arbitrary on ½�r� �;�� � (i.e., Trð��Þx is arbit-
rary) and coincide on ½��; 0� with the unique
solution yðtÞ of _yðtÞ ¼ fðt;TrðtÞy; dðtÞÞ with initial
condition Trðt� �Þy ¼ Trð��Þx, i.e., T� ð0Þx ¼
T� ðtÞy and x ¼ Trþ� ðtÞy’’

Statements (e) of Theorem 4.1 and Theorem 4.2
are important, since they can be used efficiently when
some information about the solution of (1.1) is avail-
able (e.g., we have analytical expressions for some
components of the solution vector). In this case, the
Lyapunov differential inequality is required to hold only
for all ðt; dÞ 2 ½�;þ1Þ �D and x 2 SðtÞ since the
solution of (1.1) initiated from t0 � 0 and correspond-
ing to input d 2 ~MD satisfies Trþ� ðtÞx 2 Sðt; dÞ for all
t � t0 þ � . In the following section an important
example is presented, where statement (e) of Theorem
4.1 is used in conjunction with additional information
for the solution (see Example 5.1 below). Moreover,
statements (e) of Theorem 4.1 and Theorem 4.2 have an
additional advantage: the Lyapunov functional is not
required to be almost Lipschitz on bounded sets (lower
semi-continuity is sufficient). Consequently, value
functionals of optimal control problems can be used for
verification of RGAOS (usually value functionals are
not continuous).

5. Illustrative Examples

In this section we present examples which illustrate the
use of our main results. Our first example shows an
important application of Theorem 4.1 to feedback
design problems.

Example 5.1: Consider the state stabilization problem
for the system:

_z ¼ Fðt; z; x; uÞ
z 2 Rl; x 2 Rn; u 2 R; t � 0

ð5:1aÞ

_xi ¼ fiðt; x1; . . . ; xiÞ þ xiþ1; i ¼ 1; . . . ; n� 1

_xn ¼ fnðt; xÞ þ u

x :¼ ðx1; . . . ; xnÞ 2 Rn; u 2 R; t � 0

ð5:1bÞ
where F : R�Rl �Rn �R ! Rl, fi : R

þ �Ri ! R
(i ¼ 1; . . . ; n) are smooth mappings with
Fðt; 0; 0; 0Þ ¼ 0, fiðt; 0Þ ¼ 0 (i ¼ 1; . . . ; n) for all t 2 R.
We assume the following:

(S1) System (5.1a) is RFC from the input
ðx; uÞ 2 Rn �R, i.e., there exist functions 
 2 Kþ, a 2
K1 such that for every ðt0; z0Þ 2 Rþ �Rl and for every
pair of Lebesgue measurable and locally essentially
bounded mappings x : Rþ ! Rn, u : Rþ ! R the
unique solution of (5.1a) with initial condition zðt0Þ ¼
z0 corresponding to x : Rþ ! Rn, u : Rþ ! R satisfies
the following estimate for all t � t0:

zðtÞj j 
 
ðtÞa z0j j þ sup
t0
s
t

xðsÞj j þ sup
t0
s
t

uðsÞj j
� 	

ð5:2Þ
(S2) 0 2 Rl is non-uniformly in time GAS for the system
_z ¼ Fðt; z; 0; 0Þ.
We will next show that under hypotheses (S1), (S2),

we are in a position to design a stabilizing feedback
law for (5.1) depending only on x 2 Rn (partial state
feedback) which involves delays (retarded feedback).
To this purpose we will employ statement (e) of
Theorem 4.1.

Theorem 3.1 in [19] guarantees the existence of
functions ’ 2 Kþ, q 2 K1, constants T; r > 0 and the
existence of a locally Lipschitz mapping
k : R� C0 ½�r; 0�;Rnð Þ ! R, which maps bounded
subsets ofR� C0 ½�r; 0�;Rnð Þ into bounded subsets of
R such that for every ðt0; x0Þ 2 Rþ � C0 ½�r; 0�;Rnð Þ
the solution of the closed-loop system (5.1b) with
uðtÞ ¼ kðt;TrðtÞxÞ and initial condition Trðt0Þx ¼ x0
satisfies

xðtÞj j 
 ’ðtÞq x0k kr
� �

; 8t � t0 ð5:3Þ

xðtÞ ¼ 0; 8t � t0 þ T ð5:4Þ
Moreover, if the mappings fi : R

þ �Ri ! R (i ¼
1; . . . ; n) are independent of time then k : R�
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C0 ½�r; 0�;Rnð Þ ! R is time-periodic, i.e., there exists
! > 0 such that kðtþ !; xÞ ¼ kðt; xÞ for all
ðt; xÞ 2 R� C0 ½�r; 0�;Rnð Þ. The reader should notice
that the closed-loop system (5.1) with uðtÞ ¼
kðt;TrðtÞxÞ is a system described by RFDEs. We will
show that 0 2 C0 ½�r; 0�;Rl �Rn

� �
is non-uniformly

in time GAS for the closed-loop system (5.1) with
uðtÞ ¼ kðt;TrðtÞxÞ.

Indeed, Theorem 3.1 in [13] in conjunction with
hypothesis (S2) implies the existence of a smooth
function W : Rþ �Rl ! Rþ, functions a1; a2 2 K1,
� 2 Kþ, such that the following inequalities hold:

a1 zj jð Þ 
 Wðt; zÞ 
 a2 �ðtÞ zj jð Þ;
8ðt; zÞ 2 Rþ �Rl

ð5:5Þ

@W

@t
ðt; zÞ þ @W

@z
ðt; zÞFðt; z; 0; 0Þ 
 �Wðt; zÞ;

8ðt; zÞ 2 Rþ �Rl

ð5:6Þ
Let ~a1; ~a2 2 K1 and let Q : Rþ � C0 ½�r; 0�;Rnð Þ !
Rþ be any continuous functional that satisfies
~a1 xð0Þj jð Þ 
 Qðt; xÞ 
 ~a2 �ðtÞ xk kr

� �
for all ðt; xÞ 2

Rþ � C0 ½�r; 0�;Rnð Þ (e.g., Qðt; xÞ :¼ ~a1 xð0Þj jð Þ or
Qðt; xÞ ¼ ~a2 �ðtÞ xk kr

� �
). Define the continuous func-

tional for all ðt; z; xÞ 2 Rþ � C0 ½�r� �; 0�;Rl �Rn
� �

with � :¼ rþ T:

Vðt; z; xÞ :¼ Wðt; zð0ÞÞ þQðt;Trð0ÞxÞ ð5:7Þ

Using definition (4.5) and (5.4) it follows that for all
t � � ¼ rþ T each ðz; xÞ 2 C0 ½�r� �; 0�;Rl �Rn

� �
which belongs to SðtÞ satisfies Trð0Þx ¼ 0. Conse-
quently,Vðt; z; xÞ :¼ Wðt; zð0ÞÞ for all t � � and for all
ðz; xÞ 2 SðtÞ. Inequality (5.6) (combined with the fact
that Fðt; zð0Þ; xð0Þ; kðt;Trð0ÞxÞÞ ¼ Fðt; zð0Þ; 0; 0Þ for
all t � � and for all ðz; xÞ 2 SðtÞ) implies that
inequality (4.4) holds with �ðtÞ � 1, �ðtÞ � 0 and
�ðsÞ :¼ s. Moreover, inequality (5.5) in conjunction
with inequality ~a1 xð0Þj jð Þ 
 Qðt; xÞ 
 ~a2 �ðtÞ xk kr

� �
,

which holds for all ðt; xÞ 2 Rþ � C0 ½�r; 0�;Rnð Þ,
implies that inequality (4.7) holds with hðt; z; xÞ :¼
ðz; xÞj j for appropriate a1; a2 2 K1, 
 2 Kþ. Finally,
we notice that hypothesis (S1) in conjunction with
(5.3) implies that the closed-loop system (5.1) with
uðtÞ ¼ kðt;TrðtÞxÞ is RFC. Notice that the finite-
dimensional mapping hðt; z; xÞ :¼ ðz; xÞj j is equivalent
to the output map <þ � C0ð½�r; 0�;<l �<nÞ 3 ðt; z; xÞ
! Hðt; z; xÞ :¼ ðz; xÞ 2 C0ð½�r; 0�;<l �<nÞ ¼ Y :

Therefore, statement (e) of Theorem 4.1 holds for
the closed-loop system (5.1) with uðtÞ ¼ kðt;TrðtÞxÞ

and thus we conclude that 0 2 C0 ½�r; 0�;Rl �Rn
� �

is
non-uniformly in time GAS. It should be noted that
if the mappings F : R�Rl �Rn �R ! Rl, fi : R

þ �
Ri ! R (i ¼ 1; . . . ; n) are independent of time, then
the closed-loop system (5.1) with uðtÞ ¼ kðt;TrðtÞxÞ is
time periodic (since k : R� C0 ½�r; 0�;Rnð Þ ! R is
time-periodic, i.e., there exists ! > 0 such that kðtþ
!; xÞ ¼ kðt; xÞ for all ðt; xÞ 2 R� C0 ½�r; 0�;Rnð Þ). In
this case Lemma 3.5 guarantees that 0 2
C0 ½�r; 0�;Rl �Rn
� �

is uniformly GAS. /
Our following example is an academic example,

which illustrates the use of Theorem 4.1 and
Theorem 4.2.

Example 5.2: Consider the system:

_x1ðtÞ ¼�2g1ðtÞx1ðtÞ þ d1ðtÞg2ðtÞx21ðtÞ
�g3ðtÞx31ðtÞ þ d2ðtÞbðtÞ x2ðt� �ðtÞÞj jp

_x2ðtÞ ¼ cðtÞx2ðtÞ
YðtÞ ¼ x1ðtÞ 2 R

xðtÞ ¼ ðx1ðtÞ; x2ðtÞÞ0 2 R2;

d ¼ ðd1; d2Þ 2 D :¼ ½�1; 1� � ½�1; 1� ð5:8Þ

where g1 2 Kþ, g2 : R
þ ! R, g3 : R

þ ! Rþ, b :
Rþ ! R, c : R ! R are continuous functions and
p > 1

2 is a constant. We consider system (5.8) under the
following hypotheses:

(A1) There exist a continuous function g 2 Kþ withRþ1

0

gðsÞds ¼ þ1 and a constant M > 0 such that

MgðtÞ
g1ðtÞ for all t�0. Moreover, g22ðtÞ
4g1ðtÞg3ðtÞ,
for all t�0.
(A2) The function � : Rþ ! R is continuously differ-
entiable, non-negative and bounded from above by a
constant r > 0.
(A3) There exist constants K;m > 0 such that:

bðtÞj j2
g1ðtÞ exp 2p

Zt��ðtÞ

0

cðsÞds

0
B@

1
CA


 Kð1� _�ðtÞÞ exp �mt�
Z t

0

gðsÞds
0
@

1
A; 8t � 0

ð5:9Þ

For example hypotheses (A1–3) are satisfied for p ¼ 2,
�ðtÞ :¼ 2þ 1

2 sinðtÞ, cðtÞ � 1, bðtÞ � 1, g1ðtÞ ¼ expð6tÞ,
g2ðtÞ ¼ expðtÞ, g3ðtÞ � 1, with gðtÞ � 1, M :¼ 1,
K :¼ 2, m :¼ 1. We next show that system (5.8)
under hypotheses (A1–3) is non-uniformly in time
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RGAOS with disturbances d 2 MD. We consider the
functional:

Vðt; xÞ :¼ 1

2
x21ð0Þ

þ exp �p�1mt�
Z t

0

ðp�1gðsÞ þ 2cðsÞÞds
0
@

1
Ax22ð0Þ

þ K

2m
exp �mt�

Z t

0

ðgðsÞ þ 2pcðsÞÞds
0
@

1
A x2ð0Þj j2p

þ K

2
exp �mt�

Z t

0

gðsÞds
0
@

1
A

Z0
��ðtÞ

exp �ms� 2p

Ztþs

0

cð	Þd	
0
@

1
A x2ðsÞj j2pds

ð5:10Þ
Since p > 1

2, it follows that the functional defined by
(5.10) is almost Lipschitz on bounded sets. Moreover,
inequalities (4.1) hold with Hðt; xÞ ¼ x1ð0Þ 2 Y :¼ R,
a1ðsÞ :¼2�1s2; a2ðsÞ :¼s2þ2�1K m�1þrexpðmrÞ� �

s2p;


ðtÞ :¼1þmax exp

�
�m

2p	� 1
2p

R	
0

gðsÞds
	(

�max exp

�
� R	þs

0

cðwÞdw
	
:��ð	Þ
 s
0



:0
	
 t


(

Furthermore, we obtain for all ðt;x;dÞ2Rþ

�C0ð½�r;0�;R2Þ�D:

V0 t;x;�2g1ðtÞx1ð0Þþd1g2ðtÞx21ð0Þ�g3ðtÞx31ð0Þ
�

þd2bðtÞ x2ð��ðtÞÞj jp;cðtÞx2ð0ÞÞ
�2g1ðtÞx21ð0Þ
þ g2ðtÞj j x1ð0Þj j3�g3ðtÞx41ð0Þ
þ bðtÞj j x1ð0Þj j x2ð��ðtÞÞj jp�p�1 mþgðtÞð Þ

�exp �p�1mt�
Z t

0

ðp�1gðsÞþ2cðsÞÞds
0
@

1
Ax22ð0Þ

�gðtÞ K
2m

exp �mt�
Z t

0

ðgðsÞþ2pcðsÞÞds
0
@

1
A x2ð0Þj j2p

�gðtÞK
2
exp �mt�

Z t

0

gðsÞds
0
@

1
A

Z0
��ðtÞ

exp �ms�2p

Ztþs

0

cð	Þd	
0
@

1
A x2ðsÞj j2pds

�K

2
1� _�ðtÞð Þexp �mðt��ðtÞÞ�

Z t

0

gðsÞds�2p

Zt��ðtÞ

0

cðsÞds

0
B@

1
CA x2ð��ðtÞÞj j2p

Hypothesis (A1) implies that �g1ðtÞx21 þ g2ðtÞj j x1j j3
�g3ðtÞx41 
 0, for all ðt; x1Þ 2 Rþ �R. Using the
inequality bðtÞj j x1ð0Þj j x2ð��ðtÞÞj jp
 2�1g1ðtÞx21ð0Þþ
bðtÞj j2
2g1ðtÞ x2ð��ðtÞÞj j2p in conjunction with (5.9) we

obtain for all ðt; x; dÞ 2 Rþ� C0ð½�r; 0�;R2Þ �D:

V0

 
t;x;�2g1ðtÞx1ð0Þþd1g2ðtÞx21ð0Þ�g3ðtÞx31ð0Þ

þd2bðtÞ x2ð��ðtÞÞj jp;cðtÞx2ð0Þ
!

�1

2
g1ðtÞx21ð0Þ

�p�1gðtÞexp �p�1mt�
Z t

0

ðp�1gðsÞþ2cðsÞÞds
0
@

1
Ax22ð0Þ

�gðtÞ K
2m

exp �mt�
Z t

0

ðgðsÞþ2pcðsÞÞds
0
@

1
A x2ð0Þj j2p

�gðtÞK
2
exp �mt�

Z t

0

gðsÞds
0
@

1
A

Z0
��ðtÞ

exp �ms�2p

Ztþs

0

cð	Þd	
0
@

1
A x2ðsÞj j2pds

Since MgðtÞ 
 g1ðtÞ for all t � 0, the above inequality
in conjunction with definition (5.10) gives for all
ðt; x; dÞ 2 Rþ � C0ð½�r; 0�;R2Þ �D:

V0

�
t;x;�2g1ðtÞx1ð0Þþd1g2ðtÞx21ð0Þ�g3ðtÞx31ð0Þ

þd2bðtÞ x2ð��ðtÞÞj jp;cðtÞx2ð0Þ
	


�min M;p�1;1
� �

gðtÞVðt;xÞ
Consequently, inequality (4.2) holds with �ðsÞ :¼ s
and �ðtÞ :¼ min M; p�1; 1

� �
gðtÞ. If system (5.8)

was RFC then we would have showed that statement
(c) of Theorem 4.1 would hold. However,
since inequality a �ðtÞ xð0Þj jð Þ 
 Vðt; xÞ þ R holds
for all ðt; xÞ 2 Rþ � C0ð½�r; 0�;R2Þ with �ðtÞ :¼
min 2�1; exp � m

p t�
Rt
0

ðp�1gðsÞ þ 2cðsÞÞds
 ! ! !1

2

;

R :¼ 0 and aðsÞ :¼ s2, the requirement that system
(5.8) is RFC is not needed. Thus we can conclude that
system (5.8) is non-uniformly in time RGAOS with
disturbances d 2 MD.

Moreover, if in addition to hypotheses (A1–3) the
following hypothesis holds as well:
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(A4) There exist constants �;A > 0 such that gðtÞ � �

and
m

2p
tþ 1

2p

Z t

0

gðsÞdsþ min
��ðtÞ
w
0

Ztþw

0

cðsÞds � �A for

all t � 0.

then we can conclude that system (5.8) is URGAOS
with disturbances d 2 MD. Notice that if (A4)
holds inequalities (4.8), (4.9) hold with �ðsÞ :¼
min M; p�1; 1

� �
�s, Hðt;xÞ ¼ x1ð0Þ 2 Y :¼ R a1ðsÞ :¼

2�1s2, a2ðsÞ :¼ expð2AÞs2 þ 2�1K m�1 þ r expðmrÞ� �
expð2pAÞs2p and consequently statement (c) of The-
orem 4.2 holds (without the requirement that system
(5.8) is RFC). /

6. Conclusions

In this work Lyapunov-like characterizations of non-
uniform in time and uniform Robust Global Asymp-
totic Output Stability (RGAOS) for uncertain time-
varying systems described by Retarded Functional
Differential Equations (RFDEs) are developed.
Necessary and sufficient conditions in terms of Lya-
punov functionals are provided for these notions. The
framework of the present work allows outputs with no
delays, outputs with discrete or distributed delays and
functional outputs with memory. The robust stability
notions and properties proposed in the present work
are parallel to those recently developed for dynamical
systems described by finite-dimensional ordinary dif-
ferential equations. The Lyapunov characterizations
presented in this work can be directly used (exactly as
in the finite-dimensional case) in order to:

� obtain necessary and sufficient Lyapunov-like
conditions for the existence of robust continuous
feedback stabilizers for control systems described
by RFDEs (use of Control Lyapunov Functionals),

� develop backstepping methods for the feedback
design for triangular control systems described by
RFDEs,

� develop Lyapunov redesign methodologies which
guarantee robustness to disturbance inputs,

� study the solution of tracking control problems
where the signal to be tracked is not necessarily
bounded with respect to time,

� study the existence/design observer problem for
systems described by RFDEs by means of Lyapu-
nov-like conditions (e.g., Observer Lyapunov
Function, Lyapunov characterizations of observa-
bility/detectability).

However, the most important application of the
results presented in this work is the development of
Lyapunov characterizations of the external stability

notions of Input-to-Output Stability (IOS) and Input-
to-State Stability (ISS) for systems described by
RFDEs. Related findings are reported on in a com-
panion paper [21].
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Appendix—Proofs

For the proofs of Theorem 4.1 and Theorem 4.2 we
need first to establish three auxiliary technical results,
which allow us to derive useful estimates from the
Lyapunov differential inequalities.
1st Auxiliary Result: Estimating the derivative of a
Lyapunov functional

The following lemma presents some elementary
properties of the generalized derivative defined in (3.3).
Its proof is almost identical with Lemma 2.7 in [18].
Notice that we are not assuming that the mapping V :
Rþ � C0 ½�r; 0�;Rnð Þ ! R is locally Lipschitz. The
reader can see also the discussion in [30] for other
cases of time-delay systems.

Lemma A.1: Let V : Rþ � C0 ½�r; 0�;Rnð Þ ! R and
let x 2 C0ð½t0 � r; tmaxÞ;RnÞ a solution of (2.1) under
hypotheses (H1–4) corresponding to certain d 2 MD,
where tmax 2 ðt0;þ1� is the maximal existence time of
the solution. Then it holds that

lim sup
h!0þ

h�1 Vðtþ h;Trðtþ hÞxÞ � Vðt;TrðtÞxÞð Þ


 V0ðt;TrðtÞx;DþxðtÞÞ; a:e: on ½t0; tmaxÞ
ðA:1Þ

where DþxðtÞ ¼ lim
h!0þ

h�1 xðtþ hÞ � xðtÞð Þ. Moreover,

if d 2 ~MD then (A.1) holds for all t 2 ½t0; tmaxÞ.
Proof: It suffices to show that (A.1) holds for all t 2
½t0; tmaxÞnI where I � ½t0; tmaxÞ is the set of zero
Lebesgue measure such that DþxðtÞ ¼
lim
h!0þ

h�1 xðtþ hÞ � xðtÞð Þ is not defined on I. Let h > 0

and t 2 ½t0; tmaxÞnI. We define:

Trðtþ hÞx� EhðTrðtÞx;DþxðtÞÞ ¼ hyh ðA:2Þ
where

yh ¼ h�1

xðtþ hþ �Þ � xðtÞ
�ð�þ hÞDþxðtÞ for � h < � 
 0

0 for � r 
 � 
 �h

8><
>:

and notice that yh 2 C0ð½�r; 0�;RnÞ (as difference of
continuous functions, see (A.2) above). Equivalently
yh satisfies:

yh:¼
�þh

h

xðtþ�þhÞ�xðtÞ
�þh

�DþxðtÞ
� 	

for�h<�
0

0 for�r
�
�h

8<
:

with yhk kr
 sup
xðtþsÞ�xðtÞ

s
�DþxðtÞ

����
����;0< s
h

� 

.

Since lim
h!0þ

xðtþhÞ�xðtÞ
h

¼DþxðtÞwe obtain that yh!0

as h!0þ. Finally, by virtue of definitions (3.3), (A.2)
and since yh!0 as h!0þ, we have:

lim sup
h!0þ

h�1 Vðtþ h;Trðtþ hÞxÞ � Vðt;TrðtÞxÞð Þ

¼ lim sup
h!0þ

h�1 Vðtþ h;EhðTrðtÞx;DþxðtÞÞð þhyhÞ

�Vðt;TrðtÞxÞÞ 
 V0ðt;TrðtÞx;DþxðtÞÞ
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The proof is complete. /

2nd Auxiliary Result: Absolute continuity of
the Lyapunov functional for differentiable initial
conditions

For functionals which are almost Lipschitz on
bounded sets, we are in a position to prove a novel
result, which extends the result of Theorem 4 in [29].

Lemma A.2: Let V : Rþ � C0 ½�r; 0�;Rnð Þ ! R be a
functional which is almost Lipschitz on bounded sets and
let x 2 C0ð½t0 � r; tmaxÞ;RnÞ a solution of (2.1) under
hypotheses (H1–4) corresponding to certain d 2 MD

with initial condition Trðt0Þx ¼ x0 2 C1ð½�r; 0�;RnÞ,
where tmax 2 ðt0;þ1� is the maximal existence time of
the solution. Then for every T 2 ðt0; tmaxÞ, the mapping
½t0;T� 3 t ! Vðt;TrðtÞxÞ is absolutely continuous.

Proof: It suffices to show that for every T 2 ðt0; tmaxÞ
and " > 0 there exists � < 0 such thatPN
k¼1

Vðbk;TrðbkÞxÞ � Vðak;TrðakÞxÞj j < " for every

finite collection of pairwise disjoint intervals ½ak; bk� �
½t0;T� ðk ¼ 1; . . . ;NÞ with

PN
k¼1

ðbk � akÞ < �. Let T 2
ðt0; tmaxÞ and " > 0 (arbitrary). Since the solution x 2
C0ð½t0 � r;T�;RnÞ of (2.1) under hypotheses (H1–4)
corresponding to certain d 2 MD with initial
condition Trðt0Þx ¼ x0 2 C1ð½�r; 0�;RnÞ is bounded
on ½t0 � r;T�, there exists R1 > 0 such
that sup

t0
�
T
Trð�Þxk kr
 R1. Moreover, by virtue of

hypothesis (H2) and since Trðt0Þx¼x02C1ð½�r;0�;RnÞ,
there exists R2>0 such that sup

t0�r
�
T
_xð�Þj j
R2. The

previous observations in conjunction with properties
(P1), (P2) of Definition 3.6 imply for every interval
½a;b��½t0;T� with b�a
 1

GðR1þR2Þ:

Vðb;TrðbÞxÞ � Vða;TrðaÞxÞj j

 ðb� aÞPðR1Þð1þ R2Þ
þMðR1Þ TrðbÞx� TrðaÞxk kr

In addition, the estimate sup
t0�r
�
T

_xð�Þj j 
 R2 implies

TrðbÞx� TrðaÞxk kr
 ðb� aÞR2 for every interval
½a; b� � ½t0;T�. Consequently, we obtain for every
interval ½a; b� � ½t0;T� with b� a 
 1

GðR1þR2Þ:

Vðb;TrðbÞxÞ � Vða;TrðaÞxÞj j

 ðb� aÞ PðR1Þð1þ R2Þ þMðR1ÞR2½ �

The previous inequality implies that for every finite
collection of pairwise disjoint intervals ½ak; bk� �
½t0;T� (k ¼ 1; . . . ;N) with

PN
k¼1

ðbk � akÞ < �, where

� ¼ 1
2min 1

GðR1þR2Þ ;
"

PðR1Þð1þR2ÞþMðR1ÞR2

n o
> 0, it holds

that
PN
k¼1

Vðbk;TrðbkÞxÞ � Vðak;TrðakÞxÞj j < ". The

proof is complete. /

3rd Auxiliary Result: Estimates with differentiable
initial conditions hold for continuous initial condi-
tions as well

The following lemma extends the result presented in
[29] and shows that appropriate estimates of the
solutions of systems (2.1) hold globally. The proof of
the following lemma is similar to the proof of Pro-
position 2 in [29].

Lemma A.3: Consider system (2.1) under hypotheses
(H1–4). Suppose that there exist mappings

1 : R

þ � C0ð½�r; 0�;RnÞ ! R, 
2 : R
þ �Rþ � C0

ð½�r; 0�;RnÞ � A ! R, where A � MD, with the fol-
lowing properties:

(i) for each ðt; t0; dÞ 2 Rþ �Rþ � A, the mappings
x ! 
1ðt; xÞ, x ! 
2ðt; t0; x; dÞ are continuous,

(ii) there exists a continuous function M :
Rþ �Rþ ! Rþ such that

sup 
2ðt0 þ 	; t0; x0; dÞ;f
	 2 ½0;T�; x0 2 C0ð½�r; 0�;RnÞ;
x0k kr
 s; t0 2 ½0;T�; d 2 A

� 
 MðT; sÞ

(iii) for every ðt0; x0; dÞ 2 Rþ � C1ð½�r; 0�;RnÞ � A
the solution xðtÞ of (2.1) with initial condition
Trðt0Þx ¼ x0 corresponding to input d 2 A
satisfies:


1 t;TrðtÞxð Þ 
 
2 t; t0; x0; dð Þ; 8t � t0 ðA:3Þ
Moreover, suppose that one of the following
properties holds:

(iv) cðT; sÞ :¼ sup Trðt0 þ 	Þxk kr; 	 2 ½0;T�; x0 2
�

C0ð½�r; 0�;RnÞ; x0k kr
 s; t02½0;T�; d 2 Ag<þ1
(v) there exist functions a 2 K1, � 2 Kþ and a con-

stant R � 0 such that a �ðtÞ xð0Þj jð Þ 
 
1ðt; xÞ þ
R for all ðt; xÞ 2 Rþ � C0ð½�r; 0�;RnÞ

Then for every ðt0; x0; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ � A
the solution xðtÞ of (2.1) with initial condition
Trðt0Þx ¼ x0 corresponding to input d 2 A exists for all
t � t0 and satisfies (A.3).
Proof: We distinguish the following cases:

(a) Property (iv) holds. The proof will be made by
contradiction. Suppose on the contrary that there
exists ðt0; x0; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ � A and t1 >
t0 such that the solution xðtÞ of (2.1) with initial
condition Trðt0Þx ¼ x0 corresponding to input d 2 A
satisfies:


1 t1;Trðt1Þxð Þ > 
2 t1; t0; x0; dð Þ
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Using (2.5) and property (iv) we obtain for all ~x0 2
C0ð½�r; 0�;RnÞ with x0 � ~x0k kr
 1:

Trðt1Þx� Trðt1Þ~xk kr

 G x0 � ~x0k kr exp ~Lðt1; �cÞðt1 � t0Þ

� � ðA:4Þ

where ~xðtÞ denotes the solution of (2.1) with initial
condition Trðt0Þx ¼ ~x0 corresponding to input d 2 A
and. c�¼ 2cðt1; x0k krþ1Þ

Let " :¼ 
1 t1;Trðt1Þxð Þ � 
2 t1; t0; x0; dð Þ > 0. Using
property (iv), (A.4), density of C1ð½�r; 0�;RnÞ
in C0ð½�r; 0�;RnÞ, continuity of the mappings
x ! 
1ðt1; xÞ, x ! 
2ðt1; t0; x; dÞ, we conclude that
there exists ~x0 2 C1ð½�r; 0�;RnÞ such that:

x0 � ~x0k kr 
 1; 
2 t1; t0; x0; dð Þ � 
2 t1; t0; ~x0; dð Þj j

 "

2
; 
1ðt1;Trðt1ÞxÞ � 
1ðt1;Trðt1Þ~xÞj j 
 "

2

where ~xðtÞ denotes the solution of (2.1) with initial
condition Trðt0Þx ¼ ~x0 corresponding to input d 2 A.
Combining property (iii) for ~xðtÞ with the above
inequalities and the definition of " we obtain

1 t1;Trðt1Þxð Þ > 
1 t1;Trðt1Þxð Þ, a contradiction.

(b) Property (v) holds. It suffices to show
that property (iv) holds. Since there exist functions
a 2 K1, � 2 Kþ and a constant R � 0 such that
a �ðtÞ xð0Þj jð Þ 
 
1ðt; xÞ þ R for all ðt; xÞ 2 Rþ�
C0ð½�r; 0�;RnÞ, it follows that from property (iii) that
for every ðt0; ~x0; dÞ 2 Rþ � C1ð½�r; 0�;RnÞ � A the
solution ~xðtÞ of (2.1) with initial condition Trðt0Þ~x ¼
~x0 corresponding to input d 2 A satisfies:

a �ðtÞ ~xðtÞj jð Þ 
 Rþ 
2 t; t0; ~x0; dð Þ; 8t � t0

Moreover, making use of property (ii) and the above
inequality, we obtain that for every ðt0; ~x0; dÞ 2 Rþ �
C1ð½�r; 0�;RnÞ � A the solution ~xðtÞ of (2.1) with
initial condition Trðt0Þ~x ¼ ~x0 corresponding to input
d 2 A satisfies:

TrðtÞ~xk kr
 ~x0k krþ1

þ max
0
�
t

1

�ð�Þ a
�1 RþM �; ~x0k kr

� �� �� 

; 8t � t0

ðA:5Þ
We claim that estimate (A.5) holds for all
ðt0; x0; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ � A. Notice that this
claim implies directly that property (iv) holds with

cðT; sÞ 
 sþ 1þ 1
min

0
�
2T
�ð�Þ a

�1 Rþ max
0
x
2s;
0
�
2T

Mð�; sÞ
0
@

1
A.

The proof of the claim will be made by contradiction.
Suppose on the contrary that there exist ðt0; x0; dÞ 2
Rþ � C0ð½�r; 0�;RnÞ � A and t1 > t0 such that the

solution xðtÞ of (2.1) with initial condition Trðt0Þx ¼
x0 corresponding to input d 2 A satisfies:

Trðt1Þxk kr > x0k krþ1

þ max
0
�
t1

1

�ð�Þ a
�1 RþM �; x0k kr

� �� �� 

; 8t � t0

ðA:6Þ
Let B :¼ sup

t0
�
t1

Trð�Þxk k < þ1. Using (2.5) and

(A.5), it follows that (A.4) holds for all ~x0 2
C1ð½�r; 0�;RnÞ with x0 � ~x0k kr
 1 and �c ¼ Bþ x0k kr
þ2þ max a�1 RþM t;sð Þð Þ

�ðtÞ ; 0 
 s 
 x0k krþ1; t0 
 t 
 t1

n o
,

where ~xðtÞ denotes the solution of (2.1) with
initial condition Trðt0Þ~x ¼ ~x0 corresponding to
input d 2 A. Let " :¼ Trðt1Þxk kr� x0k kr�1�
max
0
�
t1

1
�ð�Þ a

�1 RþM �; x0k kr
� �� �h i

> 0. Using (A.4),

density of C1ð½�r; 0�;RnÞ in C0ð½�r; 0�;RnÞ and
continuity of the mapping x!gðxÞ :¼ xk krþ1þ
max
0
�
t1

1
�ð�Þa

�1 RþM �; xk kr
� �� �h i

, we may conclude
that

there exists ~x02C1ð½�r;0�;RnÞ such that

x0 � ~x0k kr
 1; g x0ð Þ � g ~x0ð Þj j

 "

2
Trðt1Þxk kr� Trðt1Þ~xk kr

�� �� 
 "

2

where ~xðtÞ denotes the solution of (2.1) with
initial condition Trðt0Þ~x ¼ ~x0 corresponding to input
d2A. Combining (A.5) for ~xðtÞ with the above inequal-
ities and the definition of " we obtain Trðt1Þxk kr >
Trðt1Þxk kr, a contradiction. The proof is complete. /
We are now in a position to present the proofs of

the main results of the present work.

Proof of Theorem 4.1: Implications (a)) (b), (d)) (c),
(c)) (e) are obvious. Thus we are left with the proof
of implications (b)) (d), (c)) (a) and (e)) (b).

Proof of (b) ) (d): The proof of this implication is
based on the methodology presented in [1] for finite-
dimensional systems as well as the methodologies
followed in [13,18,26].

Since (2.1) is non-uniformly in time RGAOS with
disturbances d 2 ~MD, there exist functions � 2 KL,

 2 Kþ such that estimate (3.1) holds for all
ðt0; x0; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ � ~MD and t � t0.
Moreover, by recalling Proposition 7 in [31] there exist
functions ~a1, ~a2 of class K1, such that the KL function
�ðs; tÞ is dominated by ~a�1

1 expð�2tÞ~a2ðsÞð Þ. Thus, by
taking into account estimate (3.1), we have:

~a1 Hðt; �ðt; t0; x0; dÞÞk kY
� �


 exp �2ðt� t0Þð Þ~a2 
ðt0Þ x0k kr
� �

; 8t � t0 � 0;

x0 2 C0ð½�r; 0�;RnÞ; d 2 ~MD

ðA:7Þ
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Without loss of generality we may assume that
~a1 2 K1 is globally Lipschitz on Rþ with unit
Lipschitz constant, namely, ~a1ðs1Þ � ~a1ðs2Þj j 

s1 � s2j j for all s1; s2 � 0. To see this notice that
we can always replace ~a1 2 K1 by the function
�a1ðsÞ :¼ inf min 1

2 y; ~a1ðyÞ
� �þ y� sj j; y � 0

� �
, which

is of class K1, globally Lipschitz on Rþ with unit
Lipschitz constant and satisfies �a1ðsÞ 
 ~a1ðsÞ. More-
over, without loss of generality we may assume that

 2 Kþ is non-decreasing.

Since (2.1) is Robustly Forward Complete (RFC),
by virtue of Lemma 3.5 in [15], there exist functions
� 2 Kþ, a 2 K1, such that for every ðt0; x0; dÞ 2 Rþ �
C0ð½�r; 0�;RnÞ �MD we have:

�ðt; t0; x0; dÞk kr
 �ðtÞa x0k kr
� �

; 8t � t0 ðA:8Þ

Moreover, without loss of generality we may assume
that � 2 Kþ is non-decreasing. Making use of (2.5)
and (A.8), we obtain the following property for the
solution of (2.1):

Hðt; �ðt; t0; x; dÞÞ �Hðt; �ðt; t0; y; dÞÞk kY

 Bðt; xk krþ yk krÞ exp �Lðt; xk krþ yk krÞðt� t0Þ

� �
x� yk kr for all t � t0 and ðt0; x; y; dÞ 2 Rþ

�C0ð½�r; 0�;RnÞ � C0ð½�r; 0�;RnÞ � ~MD

ðA:9Þ
where

�Lðt; sÞ :¼ ~L t; 2�ðtÞa sð Þð Þ;
Bðt; sÞ :¼ GLH t; 2�ðtÞa sð Þð Þ

and ~Lð	Þ, LHð	Þ are the functions involved in (2.5) and
(2.3), respectively. Furthermore, hypothesis (H2)
implies that the mapping

�ðsÞ :¼ sup fðt;x;dÞj j : tþ xk kr 
 s;d 2D
� �

; s� 0

is finite-valued and non-decreasing. Since xðtÞ ¼
xð0Þ þ Rt

t0

fð�;Trð�Þx; dð�ÞÞd�, using the definition

above in conjunction with (A.8) we obtain:

xðtÞ � xð0Þj j 
 ðt� t0ÞG1ðt; xk krÞ
G1ðt; sÞ :¼ � tþ �ðtÞa sð Þð Þ

and consequently

�ðt; t0; x; dÞ � xk kr
 ðt� t0ÞG1ðt; xk krÞ
þG2ðx; t� t0Þ for all t � t0 and ðt0; x; dÞ 2 Rþ

�C0ð½�r; 0�;RnÞ � ~MD

ðA:10Þ

where the functional

G2ðx; hÞ :¼ sup xð0Þ � xð�Þj j; � 2 ½�minfh; rg; 0�f g

þ 0 if h � r

sup xð�þ hÞ � xð�Þj j; � 2 ½�r;�h�f g if 0 
 h < r

�

is defined for all ðx; hÞ 2 C0ð½�r; 0�;RnÞ �Rþ. Notice
that lim

h!0þ
G2ðx; hÞ ¼ 0 for all x 2 C0ð½�r; 0�;RnÞ

and consequently for every " > 0, R � 0,
x 2 C0ð½�r; 0�;RnÞ, there exists Tð";R; xÞ > 0 such
that:

t0 
 t
 t0þTð";R;xÞ) �ðt;t0;x;dÞ�xk kr

 "; forallðt0;x;dÞ 2 ½0;R��C0ð½�r;0�;<nÞ� ~MD

ðA:11Þ
We define for all q 2 N:

Uqðt;xÞ :¼ supfmax 0;~a1 Hð�;�ð�;t;x;dÞÞk kY
� ��q�1

� �
�expðð�� tÞÞ : � � t;d2 ~MD

�
ðA:12Þ

Clearly, we obtain from estimate (A.7) and definition
(A.12):

max 0; ~a1ð Hðt; xÞk kY Þ � q�1
� �


 Uqðt; xÞ 
 ~a2 
ðtÞ xk kr
� �

; 8ðt; x; qÞ 2 Rþ

�C0ð½�r; 0�;RnÞ �N

ðA:13Þ
Moreover, by virtue of definition (A.12) we obtain for
all ðh;t;x;d;qÞ 2Rþ�Rþ�C0ð½�r;0�;RnÞ� ~MD�N:

Uqðtþ h; �ðtþ h; t; x; dÞÞ 
 expð�hÞUqðt; xÞ
ðA:14Þ

By virtue of estimate (A.7) it follows that for every
ðq;RÞ 2 N�Rþ, � � tþ ~TðR; qÞ, ðt; dÞ 2 ½0;R� � ~MD,
and x 2 C0ð½�r; 0�;RnÞ with xk kr
 R, it holds:
~a1 Hð�;�ð�;t;x;dÞÞk kY Þ
 exp �2ð�� tÞð Þ~a2 
ðtÞ xk kr

� ��

 q�1, where

~TðR; qÞ :¼ max 0;
1

2
log 1þ q~a2 
ðRÞRð Þð Þ

� 

ðA:15Þ

Thus, by virtue of definitions (A.12), (A.15), we con-
clude that:

Uqðt; xÞ ¼ supfmax 0; ~a1ð Hð�; �ð�; t; x; dÞÞk kY Þ � q�1
� �

� expðð� � tÞÞ : t 
 � 
 tþ 	; d 2 ~MDg;
8	 � ~Tðmaxft; xk krg; qÞ

ðA:16Þ
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Equality (A.16) implies the following inequalities
for all t 2 ½0;R�, and ðx; yÞ 2 C0ð½�r; 0�;RnÞ �
C0ð½�r; 0�;RnÞ with xk kr
 R, yk kr
 R:

Notice that in the above inequalities we have
used the facts that the functions maxf0; s� q�1g
and ~a1ðsÞ are globally Lipschitz on Rþ with unit
Lipschitz constant. From (A.9) and (A.17) we deduce
for all t 2 ½0;R�, and ðx; yÞ 2 C0ð½�r; 0�;RnÞ �
C0ð½�r; 0�;RnÞ with xk kr
 R, yk kr 
 R:

Uqðt; yÞ �Uqðt; xÞ
�� �� 
 G3ðR; qÞ y� xk kr

ðA:18Þ
where

G3ðR; qÞ :¼ BðRþ ~TðR; qÞ; 2RÞ
exp ~TðR; qÞ 1þ ~LðRþ ~TðR; qÞ; 2RÞ� �� � ðA:19Þ

Next, we establish continuity with respect to t on
Rþ � C0ð½�r; 0�;RnÞ. Let R � 0, q 2 N arbitrary,
t1; t2 2 ½0;R� with t1 
 t2, and x 2 C0ð½�r; 0�;RnÞ with
xk kr 
 R. Clearly, we have for all d 2 ~MD:

Uqðt1;xÞ�Uqðt2;xÞ
�� ��

 1� exp �ðt2� t1Þð Þð ÞUqðt1;xÞ
þ exp �ðt2� t1Þð ÞUqðt1;xÞ�Uqðt2;�ðt2; t1;x;dÞÞ
�� ��

þ Uqðt2;�ðt2; t1;x;dÞÞ�Uqðt2;xÞ
�� ��

By virtue of (A.10), (A.11), (A.14), (A.18) and the
above inequality we obtain for all t1; t2 2 ½0;R� with

t1 
 t2 
 t1 þ Tð1;R; xÞ (where Tð";R; xÞ > 0 is
involved in (A.11) ) and d 2 ~MD:

Uqðt1; xÞ �Uqðt2; xÞ
�� ��

 t2 � t1ð ÞUqðt1; xÞ þ exp �ðt2 � t1Þð ÞUqðt1; xÞ
�Uqðt2; �ðt2; t1; x; dÞÞ þ G3 Rþ 1; qð Þ
� G2ðx; t2 � t1Þ þ ðt2 � t1ÞG1ðR;RÞ½ � ðA:20Þ

Definition (A.12) implies that for every " > 0, there
exists d" 2 ~MD with the following property:

Uqðt1;xÞ� "


 sup max 0; ~a1 Hð�;�ð�; t1;x;d"ÞÞk kY
� ��q�1

� ��
�exp ð� � t1Þð Þ;� � t1g
Uqðt1;xÞ ðA:21Þ

Thus using definition (A.12) we obtain:

exp �ðt2 � t1Þð ÞUqðt1; xÞ �Uqðt2; �ðt2; t1; x; d"ÞÞ

 max Aqðt1; t2; xÞ;Bqðt1; t2;xÞ

� �
�Bqðt1; t2; xÞ þ " exp �ðt2 � t1Þð Þ ðA:22Þ

where
Aqðt1; t2; xÞ :¼
sup max 0; ~a1 Hð�; �ð�; t1; x; d"ÞÞk kY

� �� q�1
� ��

� exp ð� � t2Þð Þ; t2 � � � t1g
Bqðt1; t2; xÞ :¼
sup max 0; ~a1 Hð�; �ð�; t1; x; d"ÞÞk kY

� �� q�1
� ��

� exp ð� � t2Þð Þ; � � t2g ðA:23Þ
Since the functions maxf0; s� q�1g and ~a1ðsÞ are
globally Lipschitz onRþ with unit Lipschitz constant,
we obtain:

Uqðt; yÞ �Uqðt; xÞ
�� �� ¼
j sup max 0; ~a1 Hð�; �ð�; t; y; dÞÞk kY

� �� q�1
� �

exp ð� � tÞð Þ : t 
 � 
 tþ ~TðR; qÞ; d 2 ~MD

� �
� sup max 0; ~a1 Hð�; �ð�; t; x; dÞÞk kY

� �� q�1
� �

exp ð� � tÞð Þ : t 
 � 
 tþ ~TðR; qÞ; d 2 ~MD

� �j

 sup exp ð� � tÞð Þ ~a1ð Hð�; �ð�; t; y; dÞÞk kY Þ � ~a1ð Hð�; �ð�; t; y; dÞÞk kYÞ

�� �� : t 
 � 
 tþ ~TðR; qÞ; d 2 ~MD

� �

 sup exp ð� � tÞð Þ Hð�; �ð�; t; y; dÞÞ �Hð�; �ð�; t; x; dÞÞk kY : t 
 � 
 tþ ~TðR; qÞ; d 2 ~MD

� �
ðA:17Þ

Aqðt1; t2; xÞ � Bqðt1; t2; xÞ

 sup max 0; ~a1 Hð�; �ð�; t1; x; d"ÞÞk kY

� �� q�1
� �

exp ð� � t2Þð Þ; t2 � � � t1
� �

�max 0; ~a1 Hðt2; �ðt2; t1; x; d"ÞÞk kY
� �� q�1

� �

 sup max 0; ~a1 Hð�; �ð�; t1; x; d"ÞÞk kY

� �� q�1
� �

; t2 � � � t1
� ��max 0; ~a1 Hðt2; �ðt2; t1; x; d"ÞÞk kY

� �� q�1
� �


 sup ~a1 Hð�; �ð�; t1; x; d"ÞÞk kY
� �� ~a1 Hðt2; �ðt2; t1; x; d"ÞÞk kY

� ��� ��; t2 � � � t1
� �


 sup Hð�; �ð�; t1; x; d"ÞÞ �Hðt2; �ðt2; t1; x; d"ÞÞk kY ; t2 � � � t1
� � ðA:24Þ
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Notice that by virtue of (2.3), (A.4) and (A.5),
we obtain for all � 2 ½t1; t2� with t1 
 t2 
 t1
þTð1;R; xÞ,t1; t2 2 ½0;R�:

Hð�; �ð�; t1; x; d"ÞÞ �Hðt2; �ðt2; t1; x; d"ÞÞk kY

 Hð�; �ð�; t1; x; d"ÞÞ �Hðt1; xÞk kY
þ Hðt2; �ðt2; t1; x; d"ÞÞ �Hðt1;xÞk kY

 2ðt2 � t1ÞLHðR; 2Rþ 2Þð1þ G1ðR;RÞÞ
þ 2LHðR; 2Rþ 2Þ sup G2ðx; hÞ; h 2 ½0; t2 � t1�f g

ðA:25Þ
Distinguishing the cases Aqðt1; t2; xÞ � Bqðt1; t2; xÞ
and Aqðt1; t2; xÞ 
 Bqðt1; t2; xÞ it follows from (A.22),
(A.24), and (A.25) that:

exp �ðt2�t1Þð ÞUqðt1;xÞ�Uqðt2;�ðt2;t1;x;d"ÞÞ


2ðt2�t1ÞLHðR;2Rþ2Þð1þG1ðR;RÞÞ
þ2LHðR;2Rþ2Þsup G2ðx;hÞ;h2½0;t2�t1�f gþ"

Combining the previous inequality with (A.20) and
the right hand side of (A.13), we obtain:

Uqðt1; xÞ �Uqðt2; xÞ
�� ��

 t2 � t1ð Þ ~a2 
ðRÞRð Þ þ G1ðR;RÞG3 Rþ 1; qð Þð
þ2LHðR; 2Rþ 2Þð1þ G1ðR;RÞÞÞ
þ 2LHðR; 2Rþ 2Þ þ G3 Rþ 1; qð Þð Þ
� sup G2ðx; hÞ; h 2 ½0; t2 � t1�f g þ " ðA:26Þ

Since (A.26) holds for all " > 0, R � 0, q 2 N,
x 2 C0ð½�r; 0�;RnÞ with xk kr
 R and t1; t2 2 ½0;R�
with t1 
 t2 
 t1 þ Tð1;R; xÞ, it follows that:

Uqðt1; xÞ �Uqðt2; xÞ
�� ��

 G4 R; qð Þ t2 � t1j j½
þ sup G2ðx; hÞ; h 2 ½0; t2 � t1j j�f g� for allR � 0;

q 2 N; x 2 C0ð½�r; 0�;RnÞwith xk kr
 R

and t1; t2 2 ½0;R�with t2 � t1j j 
 Tð1;R; xÞ
ðA:27Þ

where G4 R; qð Þ :¼ ~a2 
ðRÞRð Þ þ ð1þ G1ðR;RÞÞ
G3 Rþ 1; qð Þ þ 2LHðR; 2Rþ 2Þð1þ G1ðR;RÞÞ.
Finally, we define:

Vðt; xÞ :¼
X1
q¼1

2�qUqðt; xÞ
1þ G3ðq; qÞ þ G4ðq; qÞ ðA:28Þ

Inequality (A.13) in conjunction with definition
(A.28) implies (4.1) with a2 ¼ ~a2 and

a1ðsÞ :¼
P1
q¼1

2�q max 0;~a1ðsÞ�q�1f g
1þG3ðq;qÞþG4ðq;qÞ , which is a function of

class K1. Moreover, by virtue of definition (A.28)
and inequality (A.14) we obtain for all
ðh; t;x; dÞ 2 Rþ �Rþ �C0ð½�r; 0�;RnÞ � ~MD:

Vðtþ h; �ðtþ h; t; x; dÞÞ 
 expð�hÞVðt; xÞ
ðA:29Þ

Next define

MðRÞ :¼ 1þ
X½R�þ1

q¼1

2�qG3ðR; qÞ
1þ G3ðq; qÞ þ G4ðq; qÞ

ðA:30Þ

which is a positive non-decreasing function. Using
(A.18) and definition (A.28) as well as the fact
G3ðR; qÞ 
 G3ðq; qÞ for q > R, we conclude that
property (P1) of Definition 3.6 holds. Let d 2 D
and define ~dðtÞ � d. Definition (3.3) and inequality
(A.29) imply that for all ðt; xÞ 2 Rþ � C0ð½�r; 0�;RnÞ
we get:

V0ðt; x; fðt; x; dÞÞ :¼ lim sup
h!0þ

y!0;y2C0ð½�r;0�;RnÞ

Vðtþ h;Ehðx; fðt; x; dÞÞ þ hyÞ � Vðt; xÞ
h


 lim sup
h!0þ

Vðtþ h; �ðtþ h; t;x; ~dÞÞ � Vðt; xÞ
h

þ lim sup
h!0þ

y!0;y2C0ð½�r;0�;RnÞ

Vðtþ h;Ehðx; fðt; x; dÞÞ þ hyÞ � Vðtþ h; �ðtþ h; t; x; ~dÞÞ
h


 �Vðt; xÞ þ lim sup
h!0þ

y!0;y2C0ð½�r;0�;RnÞ

Vðtþ h;Ehðx; fðt; x; dÞÞ þ hyÞ � Vðtþ h; �ðtþ h; t; x; ~dÞÞ
h
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Let R � maxft; xk krg. Definition (3.2) and property
(A.11) imply that tþh
Rþ1, �ðtþh;t;x; ~dÞ�� ��

r



Rþ1, Ehðx;fðt;x;dÞÞþhyk kr
Rþ1 for h and yk kr
sufficiently small. Using property (P1) of Definition
3.6 and previous inequalities we obtain:

V0ðt;x; fðt;x;dÞÞ 
 �Vðt;xÞ

þMðRþ 1Þ lim sup
h!0þ

Ehðx; fðt;x;dÞÞ � �ðtþ h; t;x; ~dÞ�� ��
r

h

We set �ðtþ h; t; x; ~dÞ ¼ xðtþ hþ �Þ; � 2 ½�r; 0�.
Notice that �ðtþ h; t; x; ~dÞ � Ehðx; fðt; x; dÞÞ ¼ hyh,
where

with yhk kr
 sup xðtþsÞ�xðtÞ
s � fðt; x; dÞ

��� ���; 0 < s 
 h
n o

.

Since lim
h!0þ

xðtþhÞ�xðtÞ
h ¼ fðt; x; dÞ, we obtain that

yh ! 0 as h ! 0þ. Hence, we obtain

lim sup
h!0þ

Ehðx;fðt;x;dÞÞ��ðtþh;t;x; ~dÞk k
r

h ¼ 0 and consequently

(4.2) holds with �ðtÞ � 1 and �ðsÞ :¼ s.
Finally, we establish continuity of V with respect

to t on Rþ � C0ð½�r; 0�;RnÞ and property (P2) of
Definition 3.6. Notice that by virtue of (A.27) and the
fact G4ðR; qÞ 
 G4ðq; qÞ for q > R, we obtain:

Vðt1; xÞ � Vðt2; xÞj j 
 P Rð Þ t2 � t1j j½
þ sup G2ðx; hÞ; h 2 ½0; t2 � t1j j�f g�
for allR � 0; x 2 C0ð½�r; 0�;RnÞwith xk kr

 R and t1; t2 2 ½0;R�with t2 � t1j j 
 Tð1;R; xÞ

ðA:31Þ

where

PðRÞ :¼ 1þ
X½R�þ1

q¼1

2�qG4ðR; qÞ
1þ G3ðq; qÞ þ G4ðq; qÞ

is a positive non-decreasing function. Inequality
(A.31) in conjunction with the fact that
lim
h!0þ

G2ðx; hÞ ¼ 0 for all x 2 C0ð½�r; 0�;RnÞ, esta-

blishes continuity of V with respect to t on
Rþ � C0ð½�r; 0�;RnÞ. Moreover, for every absolutely
continuous function x : ½�r; 0� ! Rn with xk kr
 R
and essentially bounded derivative, it holds that
sup G2ðx; hÞ; h 2 ½0; t2 � t1j j�f g 
 t2 � t1j j sup

�r
�
0

_xð�Þj j
for t2 � t1j j 
 r. It follows from (A.10), (A.11) and

the previous inequality that Tð1;R; xÞ �
r

ð1þrÞð1þG1ðR;RÞþ sup
�r
�
0

_xð�Þj jÞ. Property (P2) of Definition

3.6 with GðRÞ :¼ 1þr
r 1þ G1ðR;RÞ þ Rð Þ is a

direct consequence of (A.31) and the two previous
inequalities.

Proof of (c)) (a):

Case 1: (2.1) is RFC
Consider a solution xðtÞ of (2.1) under hypotheses

(H1–4) corresponding to arbitrary d 2 MD with initial
condition Trðt0Þx ¼ x0 2 C1ð½�r; 0�;RnÞ. By virtue
of Lemma A.2, for every T 2 ðt0;þ1Þ, the map-
ping ½t0;T� 3 t ! Vðt;TrðtÞxÞ is absolutely continuous.

It follows from (4.2) and Lemma A.1 that
d
dt Vðt;TrðtÞxÞð Þ
��ðtÞ� Vðt;TrðtÞxÞð Þ a.e. on ½t0;þ1Þ.
The previous differential inequality in conjunction
with the comparison lemma in [22] and Lemma 4.4 in
[26] shows that there exists �2KL such that

Vðt;TrðtÞxÞ
� Vðt0;x0Þ;
Z t

t0

�ðsÞds
0
@

1
A

forall t� t0 ðA:32Þ
It follows from Lemma A.3 that the solution xðtÞ of
(2.1) under hypotheses (H1–4) corresponding to
arbitrary d 2 MD with arbitrary initial condition
Trðt0Þx ¼ x0 2 C0ð½�r; 0�;RnÞ satisfies (A.32) for all
t � t0. Next, we distinguish the following cases:

(1) If (4.1) holds, then properties (P1–3) of Definition
3.2 are direct consequences of (A.32), (4.1) and

the fact that
Rþ1

0

�ðtÞdt ¼ þ1.

(2) If (4.6) holds, then (A.32) implies the following
estimate:

hðt; xðtÞÞj j


 a�1
1 � a2 
ðt0Þ x0k kr

� �
;

Z t

t0

�ðsÞds
0
@

1
A

0
@

1
A;

8 t � t0

Since h : ½�r;þ1Þ �Rn ! Rp is continuous with
hðt; 0Þ ¼ 0 for all t � �r, it follows from Lemma 3.2 in
[15] that there exist functions � 2 K1 and � 2 Kþ such
that:

hðt� r; xÞj j 
 � �ðtÞ xj jð Þ; 8ðt; xÞ 2 Rþ �Rn

yh :¼
�þ h

h

xðtþ �þ hÞ � xðtÞ
�þ h

� fðt; x; dÞ
� 	

for � h < � 
 0

0 for � r 
 � 
 �h

8<
:
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Combining the two previous inequalities we obtain:

sup
�2½�r;0�

hðtþ �; xðtþ �ÞÞj j 
 maxf� �ðt0Þ x0k krÞ;
�

a�1
1 ð�ða2ð
ðt0 x0j jrÞ; 0ÞÞ

�
;

for all t 2 ½t0; t0 þ r�
sup

�2½�r;0�
hðtþ �; xðtþ �ÞÞj j


 a�1
1 � a2 
ðt0Þ x0k kr

� �
;

Zt�r

t0

�ðsÞds
0
@

1
A

0
@

1
A;

for all t � t0 þ r

where �ðtÞ :¼ 
ðtÞ þ max
0
�
tþr

�ð�Þ. The above estimates,

in conjunction with the facts that
Rþ1

0

�ðtÞdt ¼ þ1 and
H : Rþ � C0ð½�r; 0�;RnÞ ! Y is equivalent to the
finite-dimensional mapping h show that properties
(P1–3) of Definition 3.2 hold for system (2.1). Hence,
system (2.1) is non-uniformly RGAOS with dis-
turbances d 2 MD

Case 2: There exist functions a 2 K1, � 2 Kþ and a
constant R � 0 such that

a �ðtÞ xð0Þj jð Þ 
 Vðt; xÞ þ R for all ðt; xÞ 2 Rþ

�C0ð½�r; 0�;RnÞ
ðA:33Þ

Consider a solution of (2.1) under hypotheses (H1–4)
corresponding to arbitrary d 2 MD with initial con-
dition Trðt0Þx ¼ x0 2 C1ð½�r; 0�;RnÞ. By virtue of
Lemma A.2, for every T 2 ðt0; tmaxÞ, the mapping
½t0;T� 3 t ! vðt; Tr ðtÞxÞ is absolutely continuous.
It follows from (4.2) and Lemma A.1 that for
every T 2 ðt0; tmaxÞ it holds that d

dt Vðt;TrðtÞxÞð Þ 

��ðtÞ� Vðt;TrðtÞxÞð Þ a.e. on ½t0;T�. The previous
differential inequality in conjunction with the com-
parison lemma in [22] and Lemma 4.4 in [26] shows
that there exists � 2 KL such that

Vðt;TrðtÞxÞ 
 � Vðt0; x0Þ;
Z t

t0

�ðsÞds
0
@

1
A;

for all t 2 ½t0;T� ðA:34Þ
Combining (A.33), (A.34) and (3.2) we obtain:

xðtÞj j


 1

�ðtÞa
�1 � a2 
ðt0Þ x0k kr

� �
;

Z t

t0

�ðsÞds
0
@

1
AþR

0
@

1
A;

forall t2½t0;T�
ðA:35Þ

Estimate (A.35) shows that tmax ¼ þ1 and conse-
quently estimates (A.34), (A.35) hold for all t � t0.

It follows from Lemma A.3 that the solution xðtÞ of
(2.1) under hypotheses (H1–4) corresponding to
arbitrary d 2 MD with arbitrary initial condition
Trðt0Þx ¼ x0 2 C0ð½�r; 0�;RnÞ satisfies (A.34) and
(A.35) for all t � t0. Therefore system (2.1) is RFC
and estimate (3.1) is a direct consequence of (A.34)
and (4.1) (or (4.6) ), as in the previous case.

Proof of (e)) (b):
Let arbitrary ðt0;x0Þ 2 Rþ � C0ð½�r; 0�;RnÞ and

d 2 ~MD and consider the solution xðtÞ of (2.1) with
initial condition Trðt0Þx ¼ x0 2 C0ð½�r; 0�;RnÞ corre-
sponding to d 2 ~MD and defined on ½t0 � r;þ1Þ.
Setting xðtÞ :¼ xðt0 � rÞ for t 2 ½t0 � r� �; t0 � r�,
we may assume that for each time t 2 ½t0;þ1Þ the
unique solution of (2.1) belongs to C0 ð½t0 � r � �; t�;
RnÞ. Moreover, we have Trþ� ðt0Þxk krþ�¼ Trðt0Þxk kr¼
x0k kr. Since (2.1) is Robustly Forward Complete

(RFC), by virtue of Lemma 3.5 in [15], there exist
functions � 2 Kþ, a 2 K1, such that for every
ðt0;x0;dÞ 2Rþ �C0ð½�r;0�;RnÞ �MD, estimate (A.8)
holds. Without loss of generality we may assume that
� 2 Kþ is non-decreasing, so that the following
estimate holds:

Trþ�ðtÞxk krþ�
 �ðtÞa x0k kr
� �

; 8t � t0 ðA:36Þ

Let VðtÞ :¼ Vðt;Trþ� ðtÞxÞ, which is a lower semi-
continuous function on ½t0;þ1Þ. Notice that, by
virtue of Lemma A.1, we obtain:

DþVðtÞ 
 V0ðt;Trþ� ðtÞx; fðt;Trð0ÞTrþ� ðtÞx;
dðtÞÞ; for all t � t0

ðA:37Þ
where
DþVðtÞ :¼ lim sup

h!0þ

Vðtþ h;Trðtþ hÞxÞ � Vðt;TrðtÞxÞ
h

.

It follows from definition (4.5) that:

If t � t0 þ � thenTrþ�ðtÞx 2 SðtÞ ðA:38Þ
Inequality (A.37) in conjunction with (A.38) and
inequality (4.4) gives:

DþVðtÞ 
 ��ðtÞ� VðtÞð Þ þ �ðtÞ�
Z t

0

�ðsÞds
0
@

1
A;

for all t � t0 þ �

ðA:39Þ
Lemma 2.8 in [18], in conjunction with (A.39) and
Lemma 5.2 in [13] imply that there exist a function
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�ð	Þ 2 KL and a constant R > 0 such that the
following inequality is satisfied:

VðtÞ 
 � Vðt0 þ �Þ þ R;

Z t

t0þ�

�ðsÞds
0
@

1
A;

8t � t0 þ �

ðA:40Þ
It follows from the right hand-side inequality (4.3),
(A.36) and (A.40) that the following estimate holds:

VðtÞ
� a2 
ðt0þ�Þ�ðt0þ�Þa x0k kr
� �� �þR;

Z t

t0þ�

�ðsÞds
0
@

1
A;

8t�t0þ� ðA:41Þ

Next, we distinguish the following cases:

1) if (4.3) holds, then (A.41) in conjunction with (4.3)
and Lemma 3.3 in [15] shows that (2.1) is non-
uniformly RGAOS with disturbances d 2 ~MD.

2) If (4.7) holds, then (A.41) implies the following
estimate:

The above estimate, in conjunction with the fact
that H : Rþ � C0ð½�r; 0�; RnÞ ! Y is equivalent to
the finite-dimensional mapping h and Lemma 3.3 in
[15] shows that (2.1) is non-uniformly RGAOS with
disturbances d 2 ~MD. The proof is complete. /

Proof of Theorem 4.2: Implications (a) ) (b), (d))
(c), (c)) (e) are obvious. Thus we are left with the
proof of implications (b)) (d), (c)) (a) and (e)) (b).
The proof of implication of (b)) (d) is exactly the
same with that of Theorem 4.1 for the special case of
the constant function 
ðtÞ � 1. Moreover, the fact
that V is T� periodic (or time-independent) if (2.1) is
T-periodic (or autonomous) can be shown in the same
way as in [18]. The proof of implication (c)) (a) is
exactly the same with the proof of implication (c)) (a)
of Theorem 3.5 with the only difference that since

h : ½�r;þ1Þ�Rn ! Rp is continuous and T-periodic
with hðt; 0Þ ¼ 0 for all t � �r, it follows from Lemma
3.2 in [15] implies that there exist a function � 2 K1
such that:

hðt� r; xÞj j 
 � xj jð Þ; 8ðt; xÞ 2 Rþ �Rn

Finally, the proof of implication (e)) (b) follows
the same arguments as the proof of implication
(e)) (b) of Theorem 4.1, with the difference that,
by virtue of inequalities (4.11a,b), the function
VðtÞ :¼ Vðt;Trþ� ðtÞxÞsatisfies the following differen-
tial inequalities:

DþVðtÞ 
 
VðtÞ; for all t � t0 ðA:42Þ

DþVðtÞ 
 �� VðtÞð Þ; for all t � t0 þ � ðA:43Þ
Thus the comparison lemma in [22], Lemma 4.4 in [26]
in conjunction with (A.37) shows that there exists
� 2 KL such that the following inequality is satisfied:

VðtÞ 
 � Vðt0 þ �Þ; t� t0 � �ð Þ; 8t � t0 þ �

ðA:44Þ

Moreover, differential inequality (A.42) implies
VðtÞ 
 exp 
ðt� t0Þð ÞVðt0Þ for all t � t0. Combining
the previous estimate with (A.44) we obtain:

VðtÞ 
 ! Vðt0Þ; t� t0ð Þ; 8t � t0 ðA:45Þ
where !ðs; tÞ :¼ max exp 
�ð Þs; � s; 0ð Þf g for t 2 ½0; rÞ
and !ðs; tÞ :¼ max expðr� tÞ exp 
�ð Þs; � s; t� rð Þf g
for t � r. From this point the proof can be continued
in exactly the same way as in the proof of Theorem
4.1. The proof is complete. /

Finally, we provide the proof of Lemma 3.5.

Proof of Lemma 3.5: The proof is based on the fol-
lowing observation: if (2.1) is T� periodic then for
all ðt0; x0; dÞ 2 Rþ � C0ð½�r; 0�;RnÞ �MD it holds
that �ðt; t0; x0; dÞ ¼ � t� kT; t0 � kT; x0;PkTdð Þ and
Hðt;�ðt;t0;x0;dÞÞ ¼H t�kT;� t�kT;t0�kT;x0;PkTdð Þð Þ,
where k:¼ t0=T½ � denotes the integer part of t0=T and

hðt; xðtÞÞj j 
 a�1
1 � a2 
ðt0 þ �Þ�ðt0 þ �Þa x0k kr

� �� �þ R;

Z t

t0þ�

�ðsÞds
0
@

1
A

0
@

1
A; 8t � t0 þ �

and consequently

sup
�2½�r;0�

hðtþ �; xðtþ �ÞÞj j 
 a�1
1 � a2 
ðt0 þ �Þ�ðt0 þ �Þa x0k kr

� �� �þ R;

Zt�r

t0þ�

�ðsÞds
0
@

1
A

0
@

1
A; 8t � t0 þ � þ r
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PkTdð ÞðtÞ¼d tþkTð Þ for all tþk T� 0. Notice that if
d2MD then PkTd2MD and if d2 ~MD then PkTd2 ~MD.

Since (2.1) is non-uniformly in time RGAOS,
there exist functions � 2 KL, 
 2 Kþ such that
(3.1) holds for all ðt0; x0Þ 2 Rþ � C0ð½�r; 0�;RnÞ,
d 2 MD(or d 2 ~MD) and t � t0. Consequently, it
follows that the following estimate holds for all
ðt0; x0Þ 2 Rþ � C0ð½�r; 0�;RnÞ, d 2 MD(or d 2 ~MD)
and t � t0:

Hðt; �ðt; t0; x0; dÞÞk kY

 � 
 t0 � t0

T

h i
T

� �
x0k kr; t� t0

� �

Since 0 
 t0 � t0
T

h i
T < T, for all t0 � 0, it follows

that the following estimate holds for all
ðt0; x0Þ 2 Rþ � C0ð½�r; 0�;RnÞ, d 2 MD(or d 2 ~MD)
and t � t0:

Hðt; �ðt; t0; x0; dÞÞk kY
 ~� x0k kr; t� t0
� �

where ~�ðs; tÞ :¼ �ðRs; tÞ andR :¼max 
ðtÞ;0
 t
Tf g.
The previous estimate in conjunction with Defini-
tion 3.4 implies that (2.1) is URGAOS. The proof is
complete. /
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