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Abstract

The minimization of the energy functional having states constrained to semi-linear parabolic PDE's is considered. The controls act on the boundary and are of Robin type. The discrete schemes under consideration are discontinuous in time but conforming in space. Stability estimates are presented at the energy norm and at arbitrary times for the state, and adjoint variables. The estimates are derived under minimal regularity assumptions and are applicable for higher order elements. Using these estimates and an appropriate compactness argument (see Walkington [49, Theorem 3.1]) for discontinuous Galerkin schemes, convergence of the discrete solution to the continuous solution is established. In addition, a discrete optimality system is derived and convergence of the corresponding discrete solutions is also demonstrated.

1 Introduction

Space-time approximations of an optimal Robin boundary control problem are examined by using discontinuous time-stepping Galerkin schemes. In particular, the optimal control problem considered here is associated to the minimization of the energy functional,

$$J(y, g) = \frac{1}{2} \int_0^T \|\nabla y\|^2_{L^2(\Omega)} dt + \frac{\alpha}{2} \int_0^T \|g\|^2_{L^2(\Gamma)} dt$$

subject to the constraints,

$$\begin{cases}
y_t - \eta \Delta y + \phi(y) = f & \text{in } (0, T) \times \Omega \\
y + \lambda^{-1} \eta \frac{\partial y}{\partial n} = g & \text{on } (0, T) \times \Gamma \\
y(0, x) = y_0 & \text{in } \Omega.
\end{cases}$$
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Here, \( \Omega \) denotes a bounded domain in \( \mathbb{R}^2 \), with Lipschitz boundary \( \Gamma \), \( \lambda, \eta \) positive constants, \( y_0, f \) denote the initial data and the forcing term respectively, satisfying minimal regularity assumptions, i.e.,

\[
y_0 \in L^2(\Omega), \quad f \in L^2[0,T; H^1(\Omega)^*].
\]

The boundary control \( g \) is of Robin type, and \( \alpha \) is a penalty parameter. The nonlinear mapping \( \phi \) is monotone and continuous satisfying certain growth conditions. Several results regarding the analysis of optimal boundary control problems can be found in [24, 34, 41, 48] (see also references within). In this work we are interested in analyzing discontinuous time-stepping schemes of arbitrary order, for the gradient minimization problem with boundary controls of Robin type. There are several structural difficulties involved in the analysis of numerical schemes of such boundary control problems.

- The minimization of the energy functional combined with the rough initial data and forcing term, severely restricts the regularity of the state \( y \) and the control \( g \). Therefore, standard numerical techniques employed for uncontrolled parabolic equations typically fail, since they demand more regularity of \( y_t \) than anticipated.

- In addition, the associated first order necessary conditions consist of a (backward in time) adjoint equation which is coupled to the primal (forward in time) equation through an optimality condition on the boundary, and nonlinear terms (see, e.g [24, 34, 41, 48]). This leads to reduced regularity for the state and adjoint variables, and hence numerical analysis approaches based on standard ‘boot-strap’ techniques are not directly applicable, in particular in presence of \( L^2(\Omega) \) initial data.

- If higher norms of the control \( g \) are included in the functional then a boot-strap argument can be applied to recover some additional regularity on the adjoint variable, taking into account the linear structure of the adjoint PDE, and the zero terminal data. However this approach typically leads to an optimality condition of a PDE form on the boundary which is hard to solve computationally.

- Due to the lack of regularity, the recovery of the necessary compactness of discrete schemes, via discrete version of the classical Aubin-Lions Lemma for nonlinear PDE’s (see e.g. [44, 51]) is not evident.

- The parameter \( \alpha \) effectively determines the “size” of the control \( g \), which is needed in order to minimize the gradient. As a consequence the dependence of various stability constants upon \( \alpha \) should be tracked. For some relevant discussions for the velocity tracking problem we refer the reader to [24].

To overcome these difficulties we analyze a classical discontinuous Galerkin scheme which is discontinuous in time and conforming in space. It is well known that discontinuous time-stepping schemes perform well for problems which satisfy low regularity properties. As we will subsequently show for the discrete control problem, the discontinuous time-stepping schemes inherit crucial regularity and stability properties of the continuous weak formulation of the underlying PDE, such as estimates under minimal regularity assumptions at arbitrary time points (see e.g. [10, 11, 49] for the uncontrolled evolutionary PDE’s). Such estimates
allow the use of the recently developed discrete compactness property of discontinuous time-stepping schemes under minimal regularity assumptions (see Walkington, [49, Theorem 3.1]), within the optimal control setting.

As a consequence, strong convergence in an appropriate norm is established, and hence the semi-linear terms are treated by embedding theorems. Using the above technique, we prove convergence of the discrete optimal solution to the continuous problem. In addition, a “boot-strap” argument can be rigorously applied in order to derive the associated discrete optimality system (discrete first order necessary condition) and then to prove convergence of the corresponding discrete adjoint variable, without requiring additional regularity on the time-derivatives. A novel element of the proposed methodology for the boundary control problem with semi-linear state constraints is that the time discretization step length $\tau$ can be chosen independently of the spatial discretization parameter $h$. In addition, the dependence upon $\lambda, \alpha$ of various stability constants is carefully tracked. The emphasis here is to avoid any exponential dependence of quantities $1/\alpha$ in various stability constants appearing in our estimates.

We note also that in the work of Meidner and Vexler in [38, 39, 40] discontinuous Galerkin schemes were analyzed for distributed optimal control problems constrained to linear parabolic PDEs and their computational effectiveness were demonstrated. A posteriori estimates for DG schemes related to linear parabolic control problems were studied by Liu and Yan in [35] and by Liu, Ma, Tang and Yan in [36]. Some a-priori estimates for linear parabolic distributed control problems with time-dependent coefficients were established in [7]. In the recent work of Neitzel and Vexler in [42] first order (in time) error estimates for the controls are presented for an optimal control problem related to semi-linear parabolic PDEs. The controls are of distributed type and satisfy control constraints while the initial data belong to $H^1_0(\Omega) \cap L^\infty(\Omega)$ under weak hypothesis on semi-linear term. The controls are discretized by piecewise constants in time and space, while for the state equation, the lowest order ($k = 0$) discontinuous Galerkin (in time) combined with standard conforming finite elements (in space), are being used. Finally, in [9], symmetric error estimates for a general class of discontinuous time-stepping schemes are presented for distributed optimal control problems having states constrained to semi-linear parabolic PDEs, without control constraints.

Our technique extends the results of [8] which were developed for the minimization of tracking functional using distributed controls to the energy minimization problem with boundary controls. The approach undertaken in this work allows the rigorous derivation of the discrete first order necessary conditions, under the presence of minimal regularity assumptions. To our best knowledge the regularity / stability and convergence results within the discrete boundary control setting are also new.

1.1 Related results

For boundary controls related to nonlinear elliptic PDE’s we refer the reader to the works (and references) of [3, 4, 5, 6, 14, 24, 26, 30, 38, 41, 48].

Boundary controls for time-dependent problems were studied in [12, 23, 22, 27, 29, 31, 33, 37, 43, 46, 47, 48, 50]. In [50], the terminal state tracking functional is minimized using Neumann controls, while in [37] fully-discrete approximations of a Neumann boundary control
problem related to homogeneous linear parabolic PDE’s are presented. A Robin boundary control (of separation type) is used in [31], in order to determine the minimal time for the controlled state to reach a desired target. The state equation is a linear parabolic PDE, and the convergence of semi-discrete finite element approximations is presented. Convergence rates for a time optimal boundary control problem for a homogeneous linear parabolic PDE were given in [33] based on a semigroup approach (see also [34]). In [46, 47], nonlinear boundary controls are used to minimize a functional which can handle terminal norms and matching controls. The size of the control is limited and $C^{\infty}$ smoothness on the boundary is needed. In [12], error estimates for the semi-discrete (in space) approximations of a Robin boundary control problem constrained to semilinear parabolic PDE’s are presented. The state tracking functional is minimized and estimates of arbitrary order are derived under minimal regularity assumptions. The velocity tracking problem for Navier-Stokes equations using boundary controls was examined in [27] using first order (in time) discrete scheme. An optimality system (first order necessary conditions) of equations was rigorously derived and the convergence of a gradient algorithm was proven. For second order necessary condition methods for boundary control problems related to the evolutionary Navier-Stokes equations we refer the reader to [29], while second order sufficient optimality conditions where studied in [43]. In [23], a primal-dual active set strategy for the numerical solution of Neumann boundary control problems constrained to systems of semi-linear parabolic PDE’s is analyzed, while in [32] a Dirichlet boundary control problem with control belonging to $L^2(\Gamma)$ is analyzed for linear evolutionary parabolic PDE’s.

For results related to the discontinuous Galerkin method for the solution of parabolic PDE’s (without applying controls) and its relation to adaptivity is quite extensive (see e.g. [45, 16] and references therein). Results related to semi-linear parabolic problems are presented in [15, 17, 18].

1.2 Outline

An outline of this paper follows. After introducing the necessary notation in section 2, the continuous optimal control problem is defined. In the remaining two sections we focus on the DG approximation of the Robin boundary control problem. In section 3, stability estimates for the solutions of the discretized optimal control problem are obtained at arbitrary time points. In Section 4, a discrete optimality system of equations is derived, and stability estimates on the adjoint variable at arbitrary times are presented. Then, convergence of the discrete solution of the optimality system to the solution of the continuous optimality system is shown under minimal regularity assumptions.

2 Preliminaries

2.1 Notation

We employ the standard notation for Hilbert spaces $L^2(\Omega)$, $H^s(\Omega)$, $L^2(\Gamma)$, related norms and inner products (see e.g. [19, Chapter 5]). We denote by $X^*$ the dual of $X$ for any Banach space $X$. The duality pairings of $H^1(\Omega)$, $H^1(\Omega)^*$ and $H^{1/2}(\Gamma)$, $H^{1/2}(\Gamma)^*$ are denoted by $(.,.)$ and $(.,.)_\Gamma$ respectively. Similarly we denote by $L^p[0,T;X]$, $L^\infty[0,T;X]$ and $C[0,T;X]$
the time-space spaces, endowed with standard norms (see e.g. [19, 51]). We will use the following space for the solution (natural energy) space

\[ W(0, T) = L^2[0, T; H^1(\Omega)] \cap L^\infty[0, T; L^2(\Omega)] \]

with norm

\[ \|v\|_{W(0, T)}^2 = \|v\|_{L^2[0, T; H^1(\Omega)]}^2 + \|v\|_{L^\infty[0, T; L^2(\Omega)]}^2. \]

The bilinear form associated to our operator, is defined by

\[ a(y, v) = \eta \int_\Omega \nabla y \nabla v dx \quad \forall y, v \in H^1(\Omega), \]

which satisfies the standard coercivity and continuity conditions

\[ a(y, y) \geq \eta \|\nabla y\|_{L^2(\Omega)}^2, \quad a(y, v) \leq C \eta \|y\|_{H^1(\Omega)} \|v\|_{H^1(\Omega)} \quad \forall y, v \in H^1(\Omega). \]

For the semi-linear term we impose the following structural assumptions.

**Assumption 2.1.** The semi-linear term \( \phi \in C^1(\mathbb{R}; \mathbb{R}) \), and satisfies the following monotonicity and growth properties:

\[
\phi'(s) \geq 0, \quad s \phi(s) \geq C |s|^{p+1}, \quad |\phi(s)| \leq C |s|^p, \quad |\phi'(s)| \leq C |s|^{p-1}.
\]

**Remark 2.2.** The assumption on the semi-linear term can be relaxed in some cases for the continuous optimal control problem (see e.g. [48] and references within). Here, we have imposed assumptions on \( \phi \) that guarantee that the resulting discrete semi-linear parabolic problem, possesses \( L^\infty[0, T; L^2(\Omega)] \) regularity under minimal regularity assumptions on the initial data and the forcing term.

A suitable weak formulation of (1.2) is formulated as follows. Let \( f \in L^2[0, T; H^1(\Omega)^*] \), \( g \in L^2[0, T; H^{-1/2}(\Gamma)^*] \) and \( y_0 \in L^2(\Omega) \). Then, we seek \( y \in W(0, T) \) such that

\[
(y(T), v(T)) + \int_0^T (-\langle y, v_t \rangle + a(y, v) + \langle \phi(y), v \rangle + \lambda(y, v)_\Gamma) \, dt = (y_0, v(0)) + \int_0^T (\langle f, v \rangle + \lambda(g, v)_\Gamma) \, dt,
\]

for all \( v \in L^2[0, T; H^1(\Omega)] \cap H^1[0, T; H^1(\Omega)^*] \). Note that the data satisfy the minimal regularity assumptions to guarantee the existence of a unique solution in \( W(0, T) \), while the Robin boundary control will be sought in the space,

\[ g \in L^2[0, T; L^2(\Gamma)], \]

due to the structure of the functional. Below, we recall several useful inequalities, and the Gagliardo-Nirenberg interpolation inequality (see e.g. [2, 19]) for two dimensional domains, which will be used subsequently.

**Hölder Inequality:** For any measurable set \( E \), of any dimension and for \( (1/s_1) + (1/s_2) + (1/s_3) = 1, \ s_i \geq 1, \)

\[
\int_E f_1 f_2 f_3 dE \leq \|f_1\|_{L^{s_1}(E)} \|f_2\|_{L^{s_2}(E)} \|f_3\|_{L^{s_3}(E)}.
\]
Young Inequality: For any \( a, b \geq 0, \delta > 0, \) and \( s_1, s_2 > 1 \)
\[
ab a b \leq \delta a^{s_1} + C(\delta) b^{s_2}, \quad \text{with} \quad (1/s_1) + (1/s_2) = 1.
\]

Gagliardo-Nirenberg Inequality: Let \( 1 \leq q \leq r < \infty \). Then, for \( s = 1 - (q/r) \),
\[
\|u\|_{L^r(\Omega)} \leq C \|u\|_{L^q(\Omega)}^{1-s} \|u\|_{H^1(\Omega)}^s, \quad \forall u \in H^1(\Omega).
\]

Generalized Friedrichs Inequality: There exists \( C_F > 0 \) (depending only on \( \Omega \)) such that:
\[
\|\nabla y\|_{L^2(\Omega)}^2 + \|y\|_{L^2(\Gamma)}^2 \geq C_F \|y\|_{H^1(\Omega)}^2.
\]

In the remaining of this section we quote several results regarding the solvability of the continuous optimal control problem.

2.2 The continuous optimal control problem

First we quote a result (see [12]) regarding the solvability of the uncontrolled weak problem (2.1) at the natural energy space.

**Theorem 2.3.** Let \( f \in L^2[0, T; H^1(\Omega)^*], y_0 \in L^2(\Omega), g \in L^2[0, T; H^{-1/2}(\Omega)] \). Then, there exists a unique solution \( y \in W(0, T) \) of (2.1) which satisfies the following energy estimate
\[
\|y\|_{W(0,T)} \leq C \left( \|f\|_{L^2[0,T; H^1(\Omega)^*]} + \|y_0\|_{L^2(\Omega)} + \|g\|_{L^2[0,T; H^{-1/2}(\Gamma)]} \right).
\]

In addition, \( y_t \in L^2[0, T; H^1(\Omega)^*] \).

A well known embedding theorem (see e.g. [51]) implies that \( y \in C[0, T; L^2(\Omega)] \). Therefore, the energy optimal boundary control problem (EBCP) can be defined as follows:

**Definition 2.4.** Let \( f \in L^2[0, T; H^1(\Omega)^*], y_0 \in L^2(\Omega) \) be given data.

1. The pair \((y, g)\) is said to be an admissible element (pair) if \( y \in W(0, T), g \in L^2[0, T; L^2(\Gamma)] \) satisfy (2.1). The set of admissible pairs is denoted by \( A_{ad} \).

2. The pair \((y, g)\) \( \in A_{ad} \) is said to be a (locally) optimal solution if \( J(y, g) \leq J(w, h) \) \( \forall (w, h) \in A_{ad}, \) when \( \|y - w\|_{W(0, T)} + \|g - h\|_{L^2[0, T; L^2(\Gamma)]} \leq \delta \) for \( \delta > 0 \) appropriately chosen.

Below, we state the main result (see [12, Theorem 2.5]) concerning the existence of an optimal solution for the minimization of the functional (1.1).

**Theorem 2.5.** Let \( y_0 \in L^2(\Omega), f \in L^2[0, T; (H^1(\Omega))^*] \) be given data. Then, the boundary control problem (EBCP) has solution \((y, g) \in W(0, T) \times L^2[0, T; L^2(\Gamma)]\).

Taking into account the previous result, the corresponding optimality system can be easily derived based on well known techniques (see e.g. [12, 20, 34, 41, 48]). Below, we
state the related optimality system. For problem (EBCP), we seek state \( y \in W(0,T) \) and adjoint \( \mu \in W(0,T) \) such that all \( v \in L^2[0,T;H^1(\Omega)] \cap H^1[0,T;H^1(\Omega)^*] \),

\[
(y(T), v(T)) + \int_0^T (-\langle y, v_t \rangle + a(y, v) + \langle \phi(y), v \rangle + \lambda \langle y, v \rangle_\Gamma) \, dt = (y_0, v(0)) + \int_0^T (\langle f, v \rangle + \lambda \langle g, v \rangle_\Gamma) \, dt,
\]

and for all \( u \in L^2[0,T;L^2(\Gamma)] \),

\[
\int_0^T (\alpha g + \lambda \mu, u)_\Gamma \, dt = 0.
\]

The optimality system consists of a forward in time parabolic equation, a backward in time parabolic equation which are coupled, through an optimality condition and nonlinear terms. It is evident that due to the presence of the gradient term at the adjoint equation the available regularity is restricted. However, the use of the \( \| \cdot \|_{L^2[0,T;L^2(\Gamma)]} \) norm in the functional is an important asset since it leads to an algebraic optimality condition on the boundary.

**Remark 2.6.** Higher regularity can be obtained for the optimality system, via a bootstrap argument for more regular data, for certain type of nonlinear terms. For example, let Assumption 2.1 be satisfied with \( 1 \leq p \leq 2 \) (or \( \phi \) be Lipschitz), data \( y_0 \in H^1_0(\Omega) \), \( f \in L^2[0,T;L^2(\Omega)] \), and \( \Omega \) be a domain with smooth boundary \( \Gamma \in C^2 \) or \( \Omega \) polygonal and convex. Then, the fact that \( g \in L^2[0,T;L^2(\Gamma)] \) and \( \phi(y) \in L^2[0,T;L^2(\Omega)] \) (via a simple interpolation argument) implies that \( y \in L^2[0,T;H^{3/2}(\Omega)] \cap H^{1/2}[0,T;L^2(\Omega)] \), and \( \Delta y \in L^2[0,T;H^{1/2}(\Omega)^*] \). Therefore, \( \mu \in L^2[0,T;H^{3/2}(\Omega)] \cap H^{1/2}[0,T;L^2(\Omega)] \), from which we deduce that \( g \in L^2[0,T;H^1(\Gamma)] \). Alternatively, if we choose to include other norms of the control \( g \) in the functional we may gain some extra regularity for the control function, provided that the initial data are sufficiently regular. In the later case, the optimality condition typically involves a PDE on the boundary which is not computationally attractive. However, throughout this work we will restrict ourselves into the minimal regularity case as mentioned in the introduction.

**Remark 2.7.** We refer the reader to the book of Tröltzsch [48] (see also references within), for a comprehensive survey of various results regarding necessary and sufficient conditions for the existence of optimal control problems.

**Remark 2.8.** Several results presented in this work are excepted to hold for three-dimensional domains under more restrictive assumptions on the growth conditions of the nonlinearity. Indeed, the dimensionality of the domain, typically enters into the proofs via embedding theorems. The three-dimensional case will be investigated elsewhere.
3 The discrete optimal control problem

Let $U_h \subset H^1(\Omega)$ be a family of finite element subspaces defined over regular triangulations of $\Omega$, where $h$ denotes the largest grid size for a given triangulation, satisfying the classical approximation theory properties (see e.g. [13]).

Approximations will be constructed on a (quasi-uniform) partition $0 = t_0 < t_1 < \ldots < t_N = T$ of $[0, T]$, i.e., there exists a constant $0 < \theta < 1$ such that $\min_{n=1,...,N}(t_n - t_{n-1}) \leq \theta \max_{n=1,...,N}(t_n - t_{n-1})$. We will occasionally use the notation $\tau^n = t^n - t^{n-1}$, $\tau = \max_{n=1,...,N}\tau^n$ and we denote by $P_k[t^{n-1}, t^n; U_h]$ the space of polynomials of degree $k$ or less having values in $U_h$. We seek approximate solutions who belong to the space

$$U_h = \{y_h \in L^2[0, T; H^1(\Omega)] : y_h|_{(t^{n-1}, t^n]} \in P_k[t^{n-1}, t^n; U_h] \}.$$

In the above definitions, we have used the following notational abbreviation, $y_{h, \tau} \equiv y_h$, $U_{h, \tau} \equiv U_h$ etc. We also note that throughout this work the discretization parameters $\tau$ and $h$ can be chosen independently. By convention, the functions of $U_h$ are left continuous with right limits and hence will subsequently write $y^n$ for $y_h(t^n) = y_h(t^n_-)$, and $y^n_+$ for $y(t^n_+)$, while the jump at $t^n$, is denoted by $[y^n] = y^n_+ - y^n_-$. For the control variable, motivated by the optimality condition, we will use a similar discretization which allows the presence of discontinuities (in time), i.e., we define,

$$G_h = \{g_h \in L^2[0, T; L^2(\Gamma)] : g_h|_{(t^{n-1}, t^n]} \in P_k[t^{n-1}, t^n; G_h] \}.$$

where a conforming subspace $G_h \subset L^2(\Gamma)$ is specified at each time interval $(t^{n-1}, t^n]$. The subspace $G_h$ satisfy standard approximation properties. For suitable choices, (e.g. $G_h = U_h|_{\Gamma}$) we refer the reader to [21, 25] (see also references within). In the subsequent analysis, we will only need that any $u \in L^2[0, T; L^2(\Gamma)]$ can be approximated by elements $\{u_h\}_{\tau,h} \in G_h$ weakly in $L^2[0, T; L^2(\Gamma)]$ norm, as $\tau, h \to 0$. The fully-discrete approximation of the (uncontrolled) constraint equation is to seek $y_h \in U_h$ such that for given $y^0 \in L^2(\Omega)$, $f \in L^2[0, T; H^1(\Omega)^*]$ and $g_h \in L^2[0, T; L^2(\Gamma)]$, the following equations hold for $n = 1, \ldots, N$:

For all $v_h \in P_k[t^{n-1}, t^n; U_h]$,

$$\begin{align*}
(y^n, v^n) + \int_{t^{n-1}}^{t^n} \left( -\langle y_h, v_h \rangle + a(y_h, v_h) + \phi(y_h), v_h \right) dt &+ \lambda \langle y_h, v_h \rangle_{\Gamma} \ dt \\
= (y^{n-1}, v^n_{-1}) + \int_{t^{n-1}}^{t^n} \left( \langle f, v_h \rangle + \lambda \langle g_h, v_h \rangle_{\Gamma} \right) dt.
\end{align*}
\tag{3.1}$$

The discrete admissible set $A_{ad}^d$ and the associated discrete optimal control problem (DEBCP) are defined similar to the continuous control problem (EBCP).

Definition 3.1. Suppose that the assumptions of Section 2 hold.

- The discrete admissible set is defined by $A_{ad}^d \equiv \{(y_h, g_h) \in U_h \times G_h$ such that (3.1) holds$\}$.

- (DEBCP): We seek pair $(y_h, g_h) \in A_{ad}^d$ such that $J(y_h, g_h) \leq J(w_h, k_h)$ for all $(w_h, k_h) \in A_{ad}^d$ when $\|y_h - w_h\|_{L^2[0,T;H^1(\Omega)]} + \|y_h - w_h\|_{L^\infty[0,T;L^2(\Omega)]} + \|g_h - k_h\|_{L^2[0,T;L^2(\Gamma)]} \leq \delta$ for $\delta > 0$ appropriately chosen.
If we denote by $\tilde{y}_h$ the solution of (3.1) without control, without loss of generality, it is understood that the pair $(\tilde{y}_h, 0) \in A^d_{ad}$, and $\delta$ are chosen in a way to guarantee that $J(y_h, g_h) \leq J(\tilde{y}_h, 0)$.

**Remark 3.2.** The proof utilizes only the $L^2[0, T; L^2(\Gamma)]$ regularity for $g_h$. However as we will show section 4, similar to the continuous case, the given functional implies that the control variable can be implicitly computed as the discontinuous Galerkin solution of an adjoint equation through an optimality condition $g_h = -(\lambda/\alpha)\mu_h|_{\Gamma}$ provided that the traces of space $U_h$ are in $G_h$.

**Remark 3.3.** For the uncontrolled problem the existence and (local) uniqueness can be proved through the existence of a weak solution, i.e., we do not assume that $u$ is that the proof does not need any additional regularity, apart from the one needed to guarantee the existence of a weak solution, i.e., we do not assume that $u_0 \in L^2[0, T; L^2(\Omega)]$ which is frequently used in the literature for DG approximations of parabolic PDE’s (even without controls), and which is not suitable in the present boundary control setting.

### 3.1 Quotation of results related to an exponential interpolant

The polynomial interpolant of functions of the form $e^{-\rho(t-t^{n-1})}y$, where $y \in P_k[t^{n-1}, t^n; U]$ and $U$ is any linear space, is defined as follows (see [11, Definition 3.3]).

**Definition 3.4.** Let $U$ be a linear space, and $\rho > 0$ be given. If $u = \sum_{i=0}^{k} r_i(t)u_i \in P_k[t^{n-1}, t^n; U]$, with $r_i \in P_k[t^{n-1}, t^n]$ and $u_i \in U$, we define the exponential interpolant of $u$ by

$$\tilde{u} = \sum_{i=0}^{k} \tilde{r}_i(t)u_i$$

where $\tilde{r}_i \in P_k[t^{n-1}, t^n]$ is the approximation of $r_i(t)e^{-\rho(t-t^{n-1})}$ satisfying $r_i(t^{n-1}) = \tilde{r}_i(t^{n-1})$ and

$$\int_{t^{n-1}}^{t^n} \tilde{r}_i(t)q(t)dt = \int_{t^{n-1}}^{t^n} r_i(t)q(t)e^{-\rho(t-t^{n-1})}dt, \quad q \in P_{k-1}[t^{n-1}, t^n].$$

The following Lemma (see [11, Lemma 3.4]) asserts that the difference $u - \tilde{u}$ remains small in various norms.

**Lemma 3.5.** Let $U$ and $Q$ be linear spaces and $u \rightarrow \tilde{u}$ be the map constructed in Definition 3.4, for given $\rho > 0$. If $L(., .) : U \times Q \rightarrow \mathbb{R}$ denotes a bilinear mapping and $v \in P_k[t^{n-1}, t^n; U]$
Let $\text{see [11, Lemma 3.5, 3.6].}$

Lemma 3.6. Let $U$ be a linear space and $(\cdot, \cdot)_U$ be a (semi) inner product on $U$ and let $u \to \bar{u}$ denote the exponential interpolant on $P_k^{[t^{n-1}, t^n]}$ and $\mathcal{P}_k^{[t^{n-1}, t^n]}$ constructed in Definition 3.4. Then, there exists a constant $C_k$ depending only on $k$ such that,

$$
\|u - \bar{u}\|_{L^p[t^{n-1}, t^n; U]} \leq C_k \rho \|u\|_{L^p[t^{n-1}, t^n; U]},
$$

for all $u \in \mathcal{P}_k^{[t^{n-1}, t^n; U]}$ and $1 \leq p \leq \infty$.

Proof. See [11, Lemma 3.5, 3.6].

3.2 Compactness properties of DG time-stepping schemes

The following result of Walkington, [49, Theorem 3.1], will allow us to use compactness when applying DG schemes of arbitrary order. Recall that due to the presence of discontinuities the discrete time-derivative is not integrable, and hence the recovery of strong continuities the discrete time-derivative is not evident. Below, we quote the necessary compactness result for the fully-discrete case, when conforming finite element subspaces are being used. The problems considered in [49], involve the numerical approximations of solutions $u : [0, T] \to U$ of general nonlinear evolution equations of the form

$$
u_t + A(u) = f(u) \quad u(0) = u_0
$$

where $U$ is a Banach space and each term of the equation takes values in $U^*$. Here, both $A(u) = A(t, u)$ and $f(u) = f(t, u)$ may depend on $t$ and are allowed to be nonlinear. We assume that $U \subset H \subset U^*$ (with continuous embeddings) form the standard evolution triple, i.e., the pivot space $H$ is a Hilbert space. The numerical schemes approximate the weak form of (3.2), i.e.,

$$
\langle u_t, v \rangle + a(u, v) = \langle f(u), v \rangle, \quad \forall v \in U
$$

where $a : U \times U \to \mathbb{R}$ is defined by $a(u,v) = \langle A(u), v \rangle$. Recall, that for each subspace $U_h \subset U$ and partition $0 = t^0 < t^1 < \ldots < t^N = T$ of $[0, T]$ the DG scheme constructs a function in $P_k^{[t^{n-1}, t^n; U_h]}$ on each $(t^{n-1}, t^n)$, which satisfies for $n = 1, \ldots, N$ and for all $v_h \in P_k^{[t^{n-1}, t^n; U_h]}$,

$$
\int_{t^{n-1}}^{t^n} \left( u_{tt} + a(u_t, v_h) \right) dt + (u^n_+ - u^{n-1}_+, v^{n-1}_+) = \int_{t^{n-1}}^{t^n} (f(u_t), v_h) dt.
$$
Here, \( u^n_h \) is a given approximation of \( u_0 \). The following theorem [49, Theorem 3.1] establishes compactness property of the discrete approximation.

**Theorem 3.7.** Let \( H \) be a Hilbert space, \( U \) be a Banach space and \( U \subset H \subset U^* \) be dense and compact embeddings. Fix integer \( k \geq 0 \) and \( 1 \leq p, q < \infty \). Let \( h > 0 \) be the mesh parameter, and let \( \{ t^n \}_{i=0}^N \) denote a quasi-uniform partition of \([0, T]\). Set \( F(u) \equiv f(u) - A(u) \). Assume that

1. \( u_h \in \{ u_h | t^{n-1}, t^n \} \in \mathcal{P}_k[t^{n-1}, t^n; U_h] \) and on each interval,
   \[
   \int_{t^{n-1}}^{t^n} (u_{ht}, v_h)dt + (u^{n-1}_+ - u^{n-1}_-, v^{n-1}_+) = \int_{t^{n-1}}^{t^n} (F(u_h), v_h)dt
   \]
   holds for every \( v_h \in \mathcal{P}_k[t^{n-1}, t^n; U_h] \).
2. \( \{ u_h \}_{h>0} \) is bounded in \( L^p[0, T; U] \) and \( \{ \| F(u_h) \|_{L^q[0, T; U']} \}_{h>0} \) is also bounded.

Then,

1. If \( p > 1 \) then \( \{ u_h \}_{h>0} \) is compact in \( L^r[0, T; H] \) for \( 1 \leq r < 2p \).
2. If \( 1 \leq (1/p) + (1/q) < 2 \), and \( \sum_{i=1}^N \| u_h \|_{H}^2 < C \) is bounded independent of \( h \), then \( \{ u_h \}_{h>0} \) is compact in \( L^r'[0, T; H] \) for \( 1 \leq r < 2/(1/p) + (1/q) - 1 \).

**Remark 3.8.** The above Theorem reduces the proof of compactness for discrete time-stepping schemes to the verification of suitable embedding results for the nonlinear terms.

### 3.3 The main stability estimate

First, we present the stability estimate related to the minimization of the energy functional. The stability estimate demonstrates that the DG approximations inherit the basic regularity structure of the underlying continuous weak solution. Similar to the proof of [8, Lemma 3.6] we do not assume any \( \| y_h \|_{L^2[0, T; L^2(\Omega)]} \) regularity which is frequently used in the literature, even for low order schemes. The key idea in order to handle the low regularity of \( y_h \) and the Robin boundary data, is the use of the exponential interpolant of Section 3.1 (see also e.g. [11] in case of Navier-Stokes equations).

**Lemma 3.9.** Suppose that \( y_0 \in L^2(\Omega) \), \( f \in L^2[0, T; H^1(\Omega)^*] \) are given functions, and let \( \phi \) satisfy assumption 2.1. If \( (y_h, g_h) \in U_h \times L^2[0, T; G_h] \) denotes a solution of the discrete optimal control problem (DEBCP), then

\[
J(y_h, g_h) = \int_0^T \| \nabla y_h \|^2_{L^2(\Omega)} dt + (\alpha/2) \int_0^T \| g_h \|^2_{L^2(\Gamma)} dt
\]

\[
\leq C \left( \| y_0 \|^2_{L^2(\Omega)} + (1/\eta C_F \min\{\eta, \lambda\}) \int_0^T \| f \|^2_{H^1(\Omega)} dt \right) \equiv C_{st}
\]

where \( C \) is a constant depending only on \( \Omega \). In addition, for all \( n = 1, \ldots, N \)

\[
\| y^n \|^2_{L^2(\Omega)} + \sum_{i=0}^{n-1} \| y^i \|^2_{L^2(\Omega)} + \int_0^{t^n} \left( C_F \min\{\eta, \lambda\} \| y_h \|^2_{H^1(\Omega)} + \| y_h \|^2_{L^p+1(\Omega)} + \lambda \| y_h \|^2_{L^2(\Gamma)} \right) dt
\]

\[
\leq D_{yst} \equiv C_{st} \max\{1, \lambda/\alpha\}.
\]
Let $\tau \equiv \max_{i=1,\ldots,N} \tau_i$, with $\tau_i = t^i - t^{i-1}$. If $\tau \leq (1/8D^{(p-1)/2}_y C_k)^{2/(3-p)}$, then
\[
\|y_h\|_{L^2(0,T;L^2(\Omega))}^2 \leq CD_y^{st}
\]
where $C$ depends on $(1/C_F \min\{\eta, \lambda\}) , C_k$ and $\Omega$ but not on $\alpha, \tau, h$.

**Proof.** The first estimate can be easily derived by noting that $(\tilde{y}_h, 0)$ is an admissible pair for the discrete problem, and hence $J(y_h, g_h) \leq J(\tilde{y}_h, 0) \leq (1/2) \int_0^T \|\nabla \tilde{y}_h\|_{L^2(\Omega)}^2 \leq C_{st}$. Here $C_{st}$ is a constant independent of $\alpha$. The estimate on $\|\nabla \tilde{y}_h\|_{L^2(0,T;L^2(\Omega))}$ can be obtained identically to [10, Section 2] since it corresponds to the stability estimate without control.

Setting $v_h = y_h$ into (3.1), using the monotonicity of $\phi$ and Young’s and Friedrichs’s inequalities, we obtain
\[
(1/2)\|y^n\|_{L^2(\Omega)}^2 + (1/2)\|y^{n-1}\|_{L^2(\Omega)}^2 - (1/2)\|y^{n-1}\|_{L^2(\Omega)}^2
+ \int_{t_{n-1}}^{t_n} \left((C_F \min\{\eta, \lambda\}/2)\|y_h\|_{H^1(\Omega)}^2 + (\lambda/4)\|y_h\|_{L^2(\Gamma)}^2 + C\|y_h\|_{H^1(\Omega)}^{p+1}\right) dt
\leq \int_{t_{n-1}}^{t_n} \left(1/C_F \min\{\eta, \lambda\}\|f\|_{H^1(\Gamma)}^2 + \lambda\|g_h\|_{L^2(\Gamma)}^2\right) dt. \tag{3.5}
\]
Summing the resulting inequalities from $i = 1$ to $n$, and dropping positive terms on the left we obtain the estimate at partition points by using the previous bound on $\alpha \int_0^T \|g_h\|_{L^2(\Gamma)}^2 dt$.

The estimate at the energy norm follows upon summation from 1 to $N$. It remains to obtain a bound at arbitrary time-points. To achieve this, we will use the exponential interpolant of $e^{-\rho(t-t^{n-1})} y_h$ of Definition 3.4, denoted by $\tilde{y}_h$. Then, using the definition of $\tilde{y}_h$, we obtain that
\[
\int_{t_{n-1}}^{t_n} (y_{ht}, \tilde{y}_h) = \int_{t_{n-1}}^{t_n} (y_{ht}, y_h) e^{-\rho(t-t^{n-1})} dt
= (1/2)\|y^n\|_{L^2(\Omega)}^2 e^{-\rho(t-t^{n-1})} - (1/2)\|y^{n-1}\|_{L^2(\Omega)}^2 + (\rho/2) \int_{t_{n-1}}^{t_n} \|y_h(t)\|_{L^2(\Omega)}^2 e^{-\rho(t-t^{n-1})} dt.
\] Integrating by parts (in time) (3.1), setting $v_h = \tilde{y}_h$ and using (3.6) we obtain
\[
(1/2)\|y^n\|_{L^2(\Omega)}^2 e^{-\rho(t-t^{n-1})} + (1/2)\|y^{n-1}\|_{L^2(\Omega)}^2 - (1/2)\|y^{n-1}\|_{L^2(\Omega)}^2
+ (\rho/2) \int_{t_{n-1}}^{t_n} \|y_h\|_{L^2(\Omega)}^2 e^{-\rho(t-t^{n-1})} dt + \int_{t_{n-1}}^{t_n} \langle \phi(y_h), \tilde{y}_h \rangle dt
\leq \int_{t_{n-1}}^{t_n} \left(|a(y_h, \tilde{y}_h)| + \lambda|\langle y_h, \tilde{y}_h \rangle_{\Gamma}| + |\langle f, \tilde{y}_h \rangle| + \lambda|\langle g_h, \tilde{y}_h \rangle_{\Gamma}|\right) dt.
\]
Using Lemma 3.5, we may bound $\tilde{y}_h$ in terms of $y_h$ in various norms. In particular, using Young’s inequalities with appropriate $\delta > 0$,
\[
\int_{t_{n-1}}^{t_n} |a(y_h, \tilde{y}_h)| dt \leq C_k \eta \int_{t_{n-1}}^{t_n} \|y_h\|_{H^1(\Omega)}^2 dt,
\int_{t_{n-1}}^{t_n} |\langle f, \tilde{y}_h \rangle| dt \leq (C_k/C_F \min\{\eta, \lambda\}) \int_{t_{n-1}}^{t_n} \|f\|_{H^1(\Omega)}^2 dt + C_F \min\{\eta, \lambda\} \int_{t_{n-1}}^{t_n} \|y_h\|_{H^1(\Omega)}^2 dt,
\int_{t_{n-1}}^{t_n} \lambda|\langle g_h, \tilde{y}_h \rangle_{\Gamma}| + \lambda|\langle y_h, \tilde{y}_h \rangle_{\Gamma}| dt \leq \alpha \int_{t_{n-1}}^{t_n} \|y_h\|_{L^2(\Gamma)}^2 dt + C_k (\lambda + (\lambda^2/\alpha)) \int_{t_{n-1}}^{t_n} \|y_h\|_{L^2(\Gamma)}^2 dt.
\]
Therefore, collecting the above inequalities and using standard algebra, we obtain,

\[
(1/2)\|y^n\|^2_{L^2(\Omega)} e^{-\rho(t^n-t^{n-1})} + (1/2)\|y^{n-1}\|^2_{L^2(\Omega)} - (1/2)\|y^{n-1}\|^2_{L^2(\Omega)} + (\rho/2) \int_{t^{n-1}}^{t^n} \|y_h\|^2_{L^2(\Omega)} e^{-\rho(t-t^{n-1})} dt + \int_{t^{n-1}}^{t^n} \int_{t^{n-1}}^{t^n} (\phi(y_h), \bar{y}_h) dt \\
\leq C_k \int_{t^{n-1}}^{t^n} \left( (1/C_F \min\{\eta, \lambda\}) \|f\|^2_{L^2(\Omega)} + (\eta + C_F \min\{\eta, \lambda\}) \|y_h\|^2_{H^1(\Omega)} + \alpha \|y_h\|^2_{L^2(\Gamma)} + (\lambda + 2/\alpha) \|y_h\|^2_{L^2(\Gamma)} \right) dt.
\]

It remains to bound the semi-linear term. For this purpose, note first that assumption 2.1 implies that

\[
\int_{t^{n-1}}^{t^n} \langle \phi(y_h), \bar{y}_h - y_h \rangle dt \geq \int_{t^{n-1}}^{t^n} \langle \phi(y_h), \bar{y}_h - y_h \rangle dt.
\]

The growth condition and Young’s inequality with \( s_1 = (p+1)/p, s_2 = p + 1 \), and for \( \delta > 0 \) imply

\[
\int_{t^{n-1}}^{t^n} \langle \phi(y_h), \bar{y}_h - y_h \rangle dt \leq \int_{t^{n-1}}^{t^n} \|y_h\|_{L^{p+1}(\Omega)}^{p+1} dt + C(p) \int_{t^{n-1}}^{t^n} \|\bar{y}_h - y_h\|_{L^{p+1}(\Omega)}^{p+1} dt
\]

For the last term on the right hand side, the Gagliardo-Nirenberg interpolation inequality with \( q = 2, r = p + 1, s = 1 - (2/p + 1) = (p - 1)/(p + 1) \), states that

\[
\int_{t^{n-1}}^{t^n} \|\bar{y}_h - y_h\|_{L^{p+1}(\Omega)}^{p+1} dt \leq C \int_{t^{n-1}}^{t^n} \|\bar{y}_h - y_h\|_{L^q(\Omega)}^{p+1} \|\bar{y}_h - y_h\|_{H^1(\Omega)}^{p-1} dt \\
\leq C \|\bar{y}_h - y_h\|_{L^q(t^{n-1},t^n;L^2(\Omega))} \left( \int_{t^{n-1}}^{t^n} 1 dt \right)^{(3-p)/2} \left( \int_{t^{n-1}}^{t^n} \|\bar{y}_h - y_h\|_{H^1(\Omega)}^{p-1} dt \right)^{(p-1)/2} \\
\leq C_k \tau_n^2 \|\bar{y}_h - y_h\|_{L^q(t^{n-1},t^n;L^2(\Omega))} \tau_n^2 \|\bar{y}_h - y_h\|_{H^1(t^{n-1},t^n;L^2(\Omega))}.
\]

Here we have used the generalized Hölder inequality with \( s_1 = 2/(p-1) > 1, s_2 = 2/(3-p) > 1 \) (recall \( 1 < p < 3 \)), Lemma 3.5 to bound \( \bar{y}_h - y_h \) in terms of \( y_h \), and the stability estimates at the energy norm. Hence, selecting \( \rho = (1/\tau_n) \) we obtain,

\[
(1/2)\|y^n\|^2_{L^2(\Omega)} e^{-\rho(t^n-t^{n-1})} + (1/2)\|y^{n-1}\|^2_{L^2(\Omega)} - (1/2)\|y^{n-1}\|^2_{L^2(\Omega)} + (e^{-1}/2\tau_n) \int_{t^{n-1}}^{t^n} \|y_h\|^2_{L^2(\Omega)} dt \\
\leq C_k \left[ \int_{t^{n-1}}^{t^n} \left( (1/C_F \min\{\eta, \lambda\}) \|f\|^2_{L^2(\Omega)} + (\eta + C_F \min\{\eta, \lambda\}) \|y_h\|^2_{H^1(\Omega)} + \alpha \|y_h\|^2_{L^2(\Gamma)} + (\lambda + 2/\alpha) \|y_h\|^2_{L^2(\Gamma)} \right) dt + \|y_h\|^2_{L^2(t^{n-1},t^n;L^2(\Omega))} \tau_n^2 \right].
\]

where we have used the previously developed estimate for the energy norm. Using the inverse estimate \( \|y_h(t)\|^2_{L^2(\Omega)} \leq C_k/\tau_n \int_{t^{n-1}}^{t^n} \|y_h(s)\|^2_{L^2(\Omega)} dt \) and choosing \( \tau_n \) such that to hide the last term on the left, \( \tau_n^{(3-p)/2} D_{yst}^{p-1}/2 \leq (C_k/8) \), i.e., for \( \tau_n \leq (1/8 D_{yst}^{p-1}/2C_k)^{2/(3-p)} \) we
We remark that the above technique does not rely on any use of discrete Gröwall Lemma, hence we avoid the exponential dependence upon \((1/\alpha)\) of the stability constant. It is also applicable in the three-dimensional case for suitable values of \(p\), by using appropriate modifications on the embedding and interpolation inequalities.

### 3.4 Convergence of the discrete optimal solution

Combining the stability estimates of Lemma 3.9 with the discrete compactness Theorem 3.7 we prove the existence of the discrete optimal solution and its convergence to the continuous one.

**Theorem 3.11.** Suppose that \(f \in L^2[0, T; H^1(\Omega)^*]\), \(y_0 \in L^2(\Omega)\).

1. Let \(h > 0\) and quasi-uniform partition \(\{t_i\}_{i=0}^N\) of \([0, T]\) fixed, with \(\tau = \max_{i=1,...,N} \tau_i\), \(\tau_i = t_i - t_{i-1}\), satisfying the assumptions of Lemma 3.9. Then, for \(\alpha > 0\), there exists solution \((y_h, g_h) \in U_h \times G_h\) of problem (DEBCP), i.e. pair \((y_h, g_h)\) that satisfies the discrete equation (3.1) and the functional (1.1) is minimized.

2. Given quasi-uniform partition \(\{t_i\}_{i=0}^N\) of \([0, T]\), with \(\tau = \max_{i=1,...,N} \tau_i\), \(\tau_i = t_i - t_{i-1}\) satisfying the assumptions of Lemma 3.9, let \(\tau, h \to 0\). Then, for \(\alpha > 0\), \((y_h, g_h)\) converges to a (local) optimal pair \((y, g)\) of problem (EBCP), in the following sense,

\[
\begin{align*}
y_h &\to y \text{ weakly in } L^2[0, T; H^1(\Omega)], & y_h &\to y \text{ weakly-* in } L^\infty[0, T; L^2(\Omega)], \\
g_h &\to g \text{ weakly in } L^2[0, T; L^2(\Gamma)], & y_h &\to y \text{ weakly in } L^2[0, T; L^2(\Gamma)].
\end{align*}
\]

and

\[
y_h \to y \text{ strongly in } L^2[0, T; L^2(\Omega)].
\]

**Proof.** The proof follows the argument of [8, Theorem 4.1].

1. (Sketch) Let \(h > 0\) and \(0 = t^0 < t^1, ..., t^N = T\) be a fixed partition of \([0, T]\) with \(\tau, h\) satisfying the assumptions of Lemma 3.9. It is easy to see that the element \((\tilde{y}_h, 0)\) and hence the discrete admissible set \(A_{ad}^d \neq \emptyset\). Now let \((y_{hm}, g_{hm}) \in A_{ad}^d\) be minimizing sequence where \(y_{hm}\) denotes the corresponding solution of (3.1) with right hand side \(g_{hm}\). For example, we may extract a minimizing sequence such that \(J(y_{hm}, g_{hm}) \leq M\), with \(M\) be the value of the functional for an admissible element, say \((\tilde{y}_h, 0)\). Hence, the stability estimates (independent of \(h, \tau\)) imply that (passing to a subsequence, if necessary), as \(m \to \infty\),

\[
y_{hm} \to y_h \text{ weakly in } L^2[0, T; H^1(\Omega)], \quad y_{hm} \to y_h \text{ weakly-* in } L^\infty[0, T; L^2(\Omega)].
\]
\[ g_{h_m} \to g_h \text{ weakly in } L^2[0, T; L^2(\Gamma)] \quad y_{h_m} \to y_h \text{ weakly in } L^2[0, T; L^2(\Gamma)] \]

The proof now follows by using standard arguments and the finite dimensionality of the subspaces. We may pass to the limit to show that \((y_h, g_h) \in \mathcal{A}_{ad}^d\) satisfy the discrete equation (3.1) (see also part (2)). The weak lower semi-continuity of the functional finishes the proof.

2. The stability Lemma (3.9) implies that \(y_h, g_h\) are bounded in \(L^\infty[0, T; L^2(\Omega)] \cap L^2[0, T; H^1(\Omega)]\), \(L^2[0, T; L^2(\Gamma)]\) respectively by constants independent of \(\tau, h\). Hence, we may extract sub-sequences, converging weakly to some elements \((y, g)\) respectively in the following sense, as \(h, \tau \to 0\),

\[ y_h \to y \text{ weakly in } L^2[0, T; H^1(\Omega)], \quad y_h \to y \text{ weakly-* in } L^\infty[0, T; L^2(\Omega)], \quad g_h \to g \text{ weakly in } L^2[0, T; L^2(\Gamma)]. \]

Using the discrete compactness Theorem 3.7 we will prove the strong convergence of \(y_h\) to \(y\) in \(L^2[0, T; L^2(\Omega)]\). For that purpose set \(U = H^1(\Omega), H = L^2(\Omega)\) and define,

\[ \langle F(y), v \rangle = -a(y, v) - \langle \phi(y), v \rangle - \lambda(y, v)_\Gamma + \langle f, v \rangle + \lambda(g, v)_\Gamma, \quad \forall y, v \in H^1(\Omega). \]

It is evident by the stability Lemma 3.9 and in particular by the estimates on \(y_h\) in \(L^2[0, T; H^1(\Omega)], L^\infty[0, T; L^2(\Omega)], L^2[0, T; L^2(\Gamma)]\) on \(g_h\) in \(L^2[0, T; L^2(\Gamma)]\), and by the assumptions on the semi-linear term, that \(\{\|y_h\|_{L^2[0, T; H^1(\Omega)]}\}_{h, \tau}, \{\|F(y_h)\|_{L^4[0, T; H^1(\Omega)_\Gamma]}\}_{h, \tau}\) remain bounded independent of \(h, \tau\). Indeed, to bound the later term, we only need to consider the semi-linear and boundary terms. Lemma A.1 implies that \(\|\phi(y_h)\|_{L^{4/3}[0, T; H^1(\Omega)_\Gamma]}\) remains bounded with constant independent of \(h, \tau\). To treat the boundary terms, recall that \(\|g_h\|_{L^2[0, T; L^2(\Gamma)]}, \|y_h\|_{L^2[0, T; L^2(\Gamma)]}\) are bounded independent of \(\tau, h\) due to Lemma 3.9.

A well known trace theorem (see e.g. [21, Theorem 1.5, pp 8]), implies that

\[ \int_0^T \int_{\Omega} |g_h| |v| d\tau dt \leq C \|g_h\|_{L^2[0, T; L^2(\Gamma)]} \|v\|_{L^2[0, T; L^2(\Gamma)]} \leq C \|g_h\|_{L^2[0, T; L^2(\Gamma)]} \|v\|_{L^2[0, T; H^1(\Omega)]}, \]

and hence we obtain the desired bound on \(\{\|F(y_h)\|_{L^4[0, T; H^1(\Omega)_\Gamma]}\}\). Therefore, we may apply Theorem 3.7 with \(p = 2, q = 4/3, r = 2\) and the strong convergence of \(y_h\) to \(y\) is proven in \(L^2[0, T; L^2(\Omega)]\) norm. It remains to show that \((y, g)\) defined as above is optimal pair for (EBCP). Recall that \((y_h, g_h) \in \mathcal{A}_{ad}^d\) and hence it satisfies (3.1). We need to prove that the limit \((y, g)\) satisfies (2.1). Suppose now that we choose \(v_h \in C[0, T; U_h] \cap U_h\). Then, summing equations (3.1) from \(n = 1\) to \(n = N\), we deduce that

\[ (y_h(T), v_h(T)) + \int_0^T \left( - \langle y_h, v_{ht} \rangle + a(y_h, v_h) + \langle \phi(y_h), v_h \rangle + \lambda(y_h, v_h)_\Gamma \right) dt \]

\[ = \int_0^T \left( \langle f, v_h \rangle + \lambda(g_h, v_h)_\Gamma \right) dt + \langle y^0, v_h(0) \rangle. \]

Note that we may pass the limit through the linear terms since \(v_h \in C[0, T; U_h] \cap U_h\) and \(v_h|_\Gamma \in L^2[0, T; L^2(\Gamma)]\). The semilinear term is treated in Lemma A.1. Hence, passing to the limit we obtain equation (2.1), by a standard density argument. Then, the weak lower semi-continuity of the functional finishes the proof, after noting that any element of \(\mathcal{A}_{ad}\) can be approximated by a sequence of elements of \(\mathcal{A}_{ad}^d\). Indeed, for any
\((w,r) \in \mathcal{A}_{\text{red}}\), we construct \(r_h \in \mathcal{G}_h\) such that \(r_h \to r\), weakly in \(L^2[0,T;L^2(\Gamma)]\). Then, let \(w_h \in \mathcal{U}_h\) denote the discontinuous Galerkin approximation constructed by the solution of (3.1) with Robin boundary data given by \(r_h \in L^2[0,T;L^2(\Gamma)]\). Then, exactly the same arguments as above, imply \(w_h \in L^\infty[0,T;L^2(\Omega)] \cap L^2[0,T;H^1(\Omega)]\) and \(w_h \to w\) strongly in \(L^2[0,T;L^2(\Omega)]\) (by using the compactness argument). Therefore, we deduce that \(J(y,g) \leq \liminf_{r,h \to 0} J(y_h,g_h) \leq \limsup_{r,h \to 0} J(w_h,r_h) \leq J(w,r)\), which completes our proof. 

Remark 3.12. The key feature of the proof is that the regularity of the discontinuous Galerkin approximation mimics the one of the continuous problem under minimal regularity assumptions.

4 The discrete optimality system

Using techniques of Calculus of Variations, and the stability estimates of Section 3, we are able to obtain the discrete adjoint equation, and an optimality condition (first order necessary condition). Here, the stability estimates at arbitrary time points under minimal regularity, will allow to establish the discrete analog of the approach of Gunzburger and Manservisi [27, Section 2]. In order to prove the availability of the first order condition we need first to establish the Gâteaux differentiability for all \(g_h\), of the map \(y_h(g_h) : L^2[0,T;L^2(\Gamma)] \to L^2[0,T;H^1(\Omega)]\), where \(y_h(g_h)\) denotes the DG solution of (3.1) when \(f \in L^2[0,T;H^1(\Omega)^*]\) and \(y^0\) are given. In the subsequent Lemma, we prove the Gâteaux derivative for all directions \(u_h \in L^2[0,T;L^2(\Gamma)]\).

Lemma 4.1. Let \(f \in L^2[0,T;H^1(\Omega)^*]\), \(y^0 \in \mathcal{U}_h\) denotes an approximation of \(y(0) \in L^2(\Omega)\), and \(g_h \in L^2[0,T;L^2(\Gamma)]\). Suppose also that the assumptions of Lemma 3.9 hold. Then, the mapping \(y_h(g_h) : L^2[0,T;L^2(\Gamma)] \to L^2[0,T;H^1(\Omega)]\) has a Gâteaux derivative in every direction \(u_h\) denoted by \(w_h \equiv w_h(u_h) = \frac{dy_h}{dy} \cdot u_h\), which is the solution of the problem: For all \(n = 1, ..., N\), and for all \(v_h \in \mathcal{P}_k[t^{n-1},t^n;U_h]\),

\[
\begin{align*}
\langle w_n, v^n \rangle &+ \int_{t^{n-1}}^{t^n} \left(-\langle w_h,v_h \rangle + a(w_h,v_h) + (\phi'(y_h)w_h,v_h) + \lambda(w_h,v_h)\right)dt \\
&= \langle w_{n-1}, v^{n-1} \rangle + \int_{t^{n-1}}^{t^n} \lambda(u_h,v_h)dt.
\end{align*}
\]

Here \(w^0 \equiv 0\). In addition \(w_h \in L^\infty[0,T;L^2(\Omega)]\), and hence \(w_h \in \mathcal{U}_h\).

Proof. We treat the case \(3/2 < p < 3\). The case \(1 \leq p \leq 3/2\) can be treated similarly and more easily. Let \(y_h,u_h \in L^2[0,T;L^2(\Gamma)]\) be given and \(s \in \mathbb{R}\) with \(|s| < 1\). We denote by \(Y_h \equiv Y_h(g_h + su_h)\) the discontinuous Galerkin solution of (3.1) with right hand side boundary function \(g_h + su_h\), i.e., the solution of the following problem: For all \(n = 1, ..., N\) and for all \(v_h \in \mathcal{P}_k[t^{n-1},t^n;U_h]\),

\[
\begin{align*}
\langle Y_n, v^n \rangle &+ \int_{t^{n-1}}^{t^n} \left(-\langle Y_h,v_h \rangle + a(Y_h,v_h) + (\phi(Y_h),v_h) + \lambda(Y_h,v_h)\right)dt \\
&= \langle Y_{n-1}, v^{n-1} \rangle + \int_{t^{n-1}}^{t^n} \left(\langle f,v_h \rangle + \lambda(g_h + su_h,v_h)\right)dt.
\end{align*}
\]
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In addition, let \( w_h \equiv w_h(u_h) \) denote the solution of (4.1), i.e., for all \( n = 1, \ldots, N \) and for all \( v_h \in \mathcal{P}_h[t^{n-1}, t^n; U_h] \),

\[
(w^n, v^n) + \int_{t_{n-1}}^{t_n} \left( -\langle w_h, v_h \rangle + a(w_h, v_h) + (\phi'(y_h)w_h, v_h) + \lambda\langle w_h, v_h \rangle \right) dt \quad (4.3)
\]

\[
= (w^{n-1}, v^{n-1}) + \int_{t_{n-1}}^{t_n} \lambda\langle u_h, v_h \rangle dt.
\]

Note that using the stability estimates of Lemma 3.9 and we may easily show that \( Y_h, w_h \in L^2[0, T; H^1(\Omega)] \cap L^\infty[0, T; L^2(\Omega)] \). Indeed, the estimate on \( Y_h \) is evident from Lemma 3.9 since \( g_h + sw_h \in L^2[0, T; L^2(\Gamma)] \) and the corresponding stability constants are independent of \( \tau, h \). Note also that the estimates are also independent of \( s \), for any \( |s| < 1 \). For \( w_h \) we may work similarly. The estimate at the partition points and at the energy norm is evident. For the estimate at arbitrary time-points, we may work similarly to Lemma 3.9 using the exponential interpolant \( \bar{w}_h \) of \( w_h \) (see Definition 3.4). Working identically to Lemma 3.9, we obtain,

\[
(1/2)\|w^n\|_{L^2(\Omega)}^2 e^{-\rho(t^n-t^{n-1})} + (1/2)\|w^{n-1}\|_{L^2(\Omega)}^2 - (1/2)\|w^{n-1}\|_{L^2(\Omega)}^2
\]

\[
+ (\rho/2) \int_{t_{n-1}}^{t_n} \|w_h\|_{L^2(\Omega)}^2 e^{-p(t-t^{n-1})} dt + \int_{t_{n-1}}^{t_n} \langle \phi'(y_h)w_h, \bar{w}_h \rangle dt
\]

\[
\leq \int_{t_{n-1}}^{t_n} \left( |a(w_h, \bar{w}_h)| + \lambda|\langle w_h, \bar{w}_h \rangle | + \lambda|\langle u_h, \bar{w}_h \rangle | \right) dt.
\]

For the nonlinear term, adding and subtracting \( w_h \) and using the monotonicity of \( \phi \), we deduce,

\[
\int_{t_{n-1}}^{t_n} \langle \phi'(y_h)w_h, \bar{w}_h \rangle dt \geq \int_{t_{n-1}}^{t_n} \langle \phi'(y_h)w_h, \bar{w}_h - w_h \rangle dt.
\]

For the latter term, the growth condition on \( \phi' \), Hölder’s inequality (with \( s_1 = 2/(p-1) \), \( s_2 = s_3 = 4/(3-p) \)), and the continuous embedding \( H^1(\Omega) \subset L^{4/(3-p)}(\Omega), \) imply

\[
| \int_{t_{n-1}}^{t_n} \langle \phi'(y_h)w_h, \bar{w}_h - w_h \rangle dt | \leq C \int_{t_{n-1}}^{t_n} \|y_h\|_{L^p(\Omega)}^{p-1} \|w_h\|_{L^4/(3-p)(\Omega)} \|\bar{w}_h - w_h\|_{L^4/(3-p)(\Omega)} dt
\]

\[
\leq C \|y_h\|_{L^\infty[t^{n-1}, t^n; L^2(\Omega)]} \int_{t_{n-1}}^{t_n} \|w_h\|_{H^1(\Omega)} \|\bar{w}_h - w_h\|_{H^1(\Omega)} dt
\]

\[
\leq CD^{(p-1)/2} \|w_h\|_{L^2[t^{n-1}, t^n; L^2(\Omega)]} \|\bar{w}_h - w_h\|_{L^2[t^{n-1}, t^n; H^1(\Omega)]}
\]

\[
\leq CD^{(p-1)/2} \rho \|w_h\|_{L^2[t^{n-1}, t^n; H^1(\Omega)]},
\]

where we have used the stability estimate on \( \|y_h\|_{L^\infty[0, T; L^2(\Omega)]} \leq D_{yst} \), and Lemma 3.5 to bound \( \bar{w}_h - w_h \) in terms of \( w_h \). Thus, the estimate on \( \|w_h\|_{L^\infty[0, T; L^2(\Omega)]} \) independent of \( \tau, h \) and \( s \), follows as in Lemma 3.9.

To complete the proof of the Lemma, we need to prove the following result:

\[
\lim_{s \to 0} \left( \frac{\|Y_h - y_h - sw_h\|_{L^2[0, T; H^1(\Omega)]}}{|s|} \right) = 0. \quad (4.4)
\]
Set $\tilde{y}_h = Y_h - y_h - sw_h$ and note that $\tilde{y}_h^n \equiv 0$. In addition, using (3.1)-(4.1)-(4.2), we have that $\tilde{y}_h$ satisfies the following equation: For all $n = 1, \ldots, N$ and for all $v_h \in \mathcal{P}_h[t^{n-1}, t^n; U_h]$,

$$
\begin{align*}
(\tilde{y}_h^n, v^n) + \int_{t^{n-1}}^{t^n} \left( - \langle \tilde{y}_h, v_h \rangle + a(\tilde{y}_h, v_h) \right) dt \\
+ \int_{t^{n-1}}^{t^n} \left( (\phi(Y_h) - \phi(y_h)) - s\phi'(y_h)w_h, v_h \right) + \lambda \langle \tilde{y}_h, v_h \rangle dt \\
= (\tilde{y}_h^{n-1}, v_{n-1}^+) \tag{4.5}
\end{align*}
$$

Setting $v_h = \tilde{y}_h$ into (4.6) and using the standard algebra we deduce,

$$
\begin{align*}
\frac{1}{2} \|\tilde{y}_h^n\|_{L^2(\Omega)}^2 + \frac{1}{2} \|\tilde{y}_h^{n-1}\|_{L^2(\Omega)}^2 - \frac{1}{2} \|\tilde{y}_h^n\|_{L^2(\Omega)}^2 \\
+ \int_{t^{n-1}}^{t^n} \left( (C_F \min\{\eta, \lambda\}/2) \|\tilde{y}_h\|_{H^1(\Omega)}^2 + (\lambda/2) \|\tilde{y}_h\|_{L^2(\Gamma)}^2 \right) dt \\
+ \int_{t^{n-1}}^{t^n} (\phi(Y_h) - \phi(y_h), \tilde{y}_h) dt \\
\leq C \int_{t^{n-1}}^{t^n} |(s\phi'(y_h)w_h, \tilde{y}_h)| dt. \tag{4.6}
\end{align*}
$$

where $C$ is an algebraic constant. It remains to treat the semi-linear terms. For the last term on the right hand side of (4.6), we use the growth condition on $\phi'$, the generalized Hölder inequality, the interpolation inequality $\|\cdot\|_{L^4(\Omega)}^2 \leq C \|\cdot\|_{L^2(\Omega)} \|\cdot\|_{H^1(\Omega)}$, the continuous embedding $H^1(\Omega) \subset L^4(\Omega)$, and Young’s inequality, to obtain

$$
\begin{align*}
\int_{t^{n-1}}^{t^n} |(s\phi'(y_h)w_h, \tilde{y}_h)| dt \leq C |s| \int_{t^{n-1}}^{t^n} \int_\Omega |y_h|^{p-1} |w_h| \|\tilde{y}_h\| dx dt \\
\leq C |s| \int_{t^{n-1}}^{t^n} \|y_h\|_{L^2(\Omega)}^{p-1} \|w_h\|_{L^4(\Omega)} \|\tilde{y}_h\|_{L^4(\Omega)} dt \\
\leq C |s|^2 \int_{t^{n-1}}^{t^n} \|y_h\|_{L^2(\Omega)}^{p-1} \|w_h\|_{L^2(\Omega)} \|w_h\|_{H^1(\Omega)} dt + \int_{t^{n-1}}^{t^n} (C_F \min\{\eta, \lambda\}/4) \|\tilde{y}_h\|_{H^1(\Omega)}^2 dt.
\end{align*}
$$

The last term can be hidden on the left hand-side of (4.6), while the stability estimate on $w_h, y_h \in L^\infty([0, T]; L^2(\Omega)) \cap L^2([0, T]; H^1(\Omega))$, the embedding $L^4(\Omega) \subset L^{2p-2}(\Omega)$, the interpolation inequality $\|\cdot\|_{L^4(\Omega)}^2 \leq C \|\cdot\|_{L^2(\Omega)} \|\cdot\|_{H^1(\Omega)}$, and Young’s inequality, imply that

$$
\begin{align*}
\int_{t^{n-1}}^{t^n} \|y_h\|_{L^2(\Omega)}^{p-1} \|w_h\|_{L^2(\Omega)} \|w_h\|_{H^1(\Omega)} dt \\
\leq C(D_{\text{wst}}) \int_{t^{n-1}}^{t^n} \|y_h\|_{L^{2p-2}(\Omega)}^{p-1} \|w_h\|_{H^1(\Omega)} dt \\
\leq C(D_{\text{wst}}) \int_{t^{n-1}}^{t^n} \|y_h\|_{H^1(\Omega)} \|w_h\|_{H^1(\Omega)} dt \\
\leq C(D_{\text{wst}}, D_{\text{wst}}) \int_{t^{n-1}}^{t^n} \left( \|w_h\|_{H^1(\Omega)}^2 + \|y_h\|_{H^1(\Omega)}^{p-1} \right) dt.
\end{align*}
$$

Here the constant $C$ depends on the stability constants of $y_h, w_h$. For the remaining semi-linear term of equation (4.6), we observe that the monotonicity of $\phi$ implies that,

$$
\int_{t^{n-1}}^{t^n} (\phi(Y_h) - \phi(y_h), Y_h - y_h - sw_h) dt \geq \int_{t^{n-1}}^{t^n} (\phi(Y_h) - \phi(y_h), -sw_h) dt.
$$
Using the mean value theorem and the growth condition on \( \phi' \) we may bound the last term as follows:

\[
\left| \int_{t_1}^{t_0} (\phi(Y_h) - \phi(y_h), -sw_h) dt \right| \leq C \int_{t_1}^{t_0} \int_{\Omega} |s| |w_h| |Y_h - y_h| (|Y_h|^{p-1} + |y_h|^{p-1}) \, dx \, dt
\]

\[
= C \int_{t_1}^{t_0} \int_{\Omega} |s| |w_h| |\tilde{y}_h + sw_h| (|Y_h|^{p-1} + |y_h|^{p-1}) \, dx \, dt.
\]

Here we have also used the definition of \( \tilde{y}_h = Y_h - y_h - sw_h \). It remains to bound the resulting four integrals. Using similar considerations as above, we deduce that

\[
\int_{t_1}^{t_0} \int_{\Omega} |s| |w_h| |\tilde{y}_h| |Y_h|^{p-1} \, dx \, dt \leq (C_F \min \{\eta, \lambda\} / 8) \int_{t_1}^{t_0} \|\tilde{y}_h\|^2_{H^1(\Omega)} \, dt
\]

\[
+ C(D_{Yst}, D_{wst}) |s|^2 \int_{t_1}^{t_0} \left( \|w_h\|^2_{H^1(\Omega)} + \|Y_h\|^2_{H^1(\Omega)} \right) \, dt
\]

where the constant \( C \) now depends on the stability constants of \( Y_h, w_h \). The integral \( \int_{t_1}^{t_0} \int_{\Omega} |s| |w_h| |\tilde{w}_h| |Y_h|^{p-1} \, dx \, dt \) can be bounded using exactly similar arguments. Finally, the integral \( \int_{t_1}^{t_0} \int_{\Omega} |s|^2 |w_h|^2 (|Y_h|^{p-1} + |y_h|^{p-1}) \, dx \, dt \) can be bounded similarly and more easily. Therefore, collecting the above inequalities into (4.6) we arrive to,

\[
(1/2) \|\tilde{y}^n\|^2_{L^2(\Omega)} + (1/2) \|\tilde{y}^{n-1}\|^2_{L^2(\Omega)} - (1/2) \|\tilde{y}^{n-1}\|^2_{L^2(\Omega)}
\]

\[
+ \int_{t_1}^{t_0} \left( (C_F \min \{\eta, \lambda\} / 16) \|\tilde{y}_h\|^2_{H^1(\Omega)} + (\lambda / 2) \|\tilde{y}_h\|^2_{H^1(\Omega)} \right) \, dt
\]

\[
\leq \tilde{C} |s|^2 \int_{t_1}^{t_0} \left( \|y_h\|^2_{H^1(\Omega)} + \|Y_h\|^2_{H^1(\Omega)} + \|w_h\|^2_{H^1(\Omega)} \right) \, dt.
\]

Here \( \tilde{C} \) denotes a constant that depends on the stability constants of Lemma 3.9, as well as the corresponding stability constants of \( Y_h, w_h \). The conclusion follows by summing the inequalities after noting that \( \tilde{y}^0 = 0 \). \( \Box \)

Using the Gâteaux differentiability property of Lemma 4.4 we may derive the discrete first order necessary condition.

**Lemma 4.2.** Suppose that \( f \in L^2[0,T;H^1(\Omega)] \), \( y(0) \in L^2(\Omega) \), \( y_h \in U_h \), and \( u_h \in L^2[0,T;G_h] \) and let \( w_h \equiv w_h(u_h) \) be defined by (4.1). Suppose also that the assumptions of Lemma 3.9 are also satisfied. Then for every \( p_h \in L^2[0,T;H^1(\Omega)] \) we have

\[
\int_0^T (\nabla p_h, \nabla w_h) dt = \int_0^T \lambda(u_h, \mu_h)F dt,
\]

(4.7)

where \( \mu_h \) is the solution of the following problem: For all \( n = 1,\ldots,N \) and for all \( v_h \in \mathcal{P}_k[t^{n-1}, t^n; U_h] \),

\[
-(\mu_h^n, v^n) + \int_{t^{n-1}}^{t^n} \left( \langle \mu_h, v_{\eta t} \rangle + a(v_h, \mu_h) + \langle v_h, \phi'(y_h) \mu_h \rangle + \lambda(v_h, \mu_h) \Gamma \right) dt
\]

\[
= -(\mu_{h+1}^{n-1}, v_{h+1}^{n-1}) + \int_{t^{n-1}}^{t^n} (\nabla p_h, \nabla v_h) dt.
\]

and \( \mu_h(T, x) = 0 \). In addition, \( \mu_h \in L^\infty[0,T;L^2(\Omega)] \).
Proof. First note that for $p_h \in L^2[0, T; H^1(\Omega)]$, and $\mu_h(T, x) = 0$ the solution $\mu_h$ of (4.8) exists by adjusting the techniques of Lemmas 3.9 and 4.1, and hence $\mu_h \in \mathcal{U}_h$. Setting $v_h = \mu_h$ into (4.1) and integrating by parts with respect to time, we obtain,

$$
(w^{n-1}_+, \mu^{n-1}_+) + \int_{t^{n-1}}^{t^n} \left( (w_{ht}, \mu_h) + a(w_h, \mu_h) + (\phi'(y_h)w_h, \mu_h) + \lambda \langle w_h, \mu_h \rangle \right) dt \tag{4.9}
$$

$$
= (w^{n-1}_+, \mu^{n-1}_+) + \int_{t^{n-1}}^{t^n} \lambda \langle w_h, \mu_h \rangle dt.
$$

Setting now $v_h = w_h$ into (4.8), we obtain,

$$
-(\mu^n_+, w^n) + \int_{t^{n-1}}^{t^n} \left( (\mu_h, w_{ht}) + a(w_h, \mu_h) + \langle w_h, \phi'(y_h)\mu_h \rangle + \lambda \langle w_h, \mu_h \rangle \right) dt \tag{4.10}
$$

$$
= -(\mu^{n-1}_+, w^{n-1}_+) + \int_{t^{n-1}}^{t^n} (\nabla p_h, \nabla w_h) dt.
$$

Substituting (4.9) into (4.10), and using standard algebra,

$$
\int_{t^{n-1}}^{t^n} (\nabla p_h, \nabla w_h) dt = -(\mu^n_+, w^n) + (w^{n-1}_+, \mu^{n-1}_+) + \int_{t^{n-1}}^{t^n} \lambda \langle w_h, \mu_h \rangle dt
$$

Summing the above equalities and noting that $\mu^n_+ = 0, w^0 = 0$ we obtain (4.7). \qed

Now, recall that if $(y_h, g_h)$ is the discrete optimal solution then the Gâteaux derivative vanishes. The following Lemma gives an explicit formula of the first order necessary conditions.

**Lemma 4.3.** Let the assumptions of Lemma 4.2 hold. Then, there exists function $\mu_h \in \mathcal{U}_h$ such that, for all $n = 1, \ldots, N$ and for all $v_h \in \mathcal{P}_h[t^{n-1}, t^n; U_h],$

$$
-(\mu^n_+, v^n) + \int_{t^{n-1}}^{t^n} \left( (\mu_h, v_{ht}) + a(v_h, \mu_h) + \langle v_h, \phi'(y_h)\mu_h \rangle + \lambda \langle v_h, \mu_h \rangle \right) dt \tag{4.11}
$$

$$
= -(\mu^{n-1}_+, v^{n-1}_+) + \int_{t^{n-1}}^{t^n} (\nabla y_h, \nabla v_h) dt.
$$

where $\mu_h(T, x) = 0$, and for all $u_h \in L^2[0, T; G_h],$

$$
\int_0^T \langle \lambda \mu_h + \alpha g_h, u_h \rangle dt = 0. \tag{4.12}
$$

Proof. We compute the Gâteaux derivative of the functional $J(y_h, g_h)$ in the arbitrary direction $u_h \in L^2[0, T; G_h]$, i.e.,

$$
\frac{DJ(y_h, g_h)}{Dy_h} \cdot u_h = \int_0^T \langle \nabla y_h, \nabla w_h \rangle dt + \alpha \int_0^T \langle g_h, u_h \rangle dt,
$$

$$
= \int_0^T \langle \lambda \mu_h + \alpha g_h, u_h \rangle dt \equiv 0.
$$

Here we have used Lemma 4.2, to replace the first integral. \qed
Therefore, we have proven that the discrete optimality system consisting from the state and adjoint equations (3.1)-(4.11) respectively and the optimality condition (4.12).

We close this section by stating an a-priori estimate at arbitrary time-points for the solution of (4.11) when the right hand side belongs only in $L^2[0,T;H^1(\Omega)^*]$. The proof follows the arguments of Lemmas 3.9, and 4.1 suitably modified to handle the backwards in time pde (see also [8]).

**Lemma 4.4.** Suppose that $y_0 \in L^2(\Omega)$, $f \in L^2[0,T;H^1(\Omega)^*]$ are given functions, let $\phi$ satisfy the growth condition assumptions 2.1. If $(y_h, g_h)$ denote the solution of problem (DEBCP) and $(y, \mu_h, g_h)$ satisfy (3.1)-(4.11)-(4.12) then

$$
\|\mu_h^+\|^2_{L^2(\Omega)} + \sum_{i=1}^N \|\mu_i^+\|^2_{L^2(\Omega)} + \int_0^T C_F \min\{\eta, \lambda\} \|\mu_h\|^2_{H^1(\Omega)} dt
$$

$$
+ \int_0^T \left(\eta \|\nabla \mu_h\|^2_{L^2(\Omega)} + \lambda \|\mu_h\|^2_{L^2(\Gamma)}\right) dt \leq C_{st}/\eta
$$

and for $n = 1, ..., N$

$$
\|\mu_i^{-1}\|^2_{L^2(\Omega)} \leq C_{st}/\eta,
$$

where $C_{st}$ is defined in Lemma 3.9. Let $\tau \equiv \max_{i=1,\ldots,n} \tau_i$, with $\tau_i = t^i - t^{i-1}$ satisfy the assumption of Lemma 3.9. Then

$$
\|\mu_h\|^2_{L^2[0,T;L^2(\Omega)]} \leq C \left((C_{st}/\eta) + D_{yst}(p-1)/2\right) \equiv D_{yst},
$$

where $C$ does not depend on $\alpha, \tau, h$, but only on $C_c/\eta, C_k, \Omega$ and $D_{yst}$ denotes the constant of Lemma 3.9.

**Theorem 4.5.** Suppose that $f \in L^2[0,T;H^1(\Omega)^*]$, and $y_0 \in L^2(\Omega)$. Given quasi-uniform partition $\{t^i\}_{i=0}^N$ of $[0,T]$, with $\tau_i = t^i - t^{i-1}$ and $\tau \equiv \max_{i=1,\ldots,N} \tau_i$, satisfying the assumptions of Lemma 3.9, 4.4, let $\tau, h \to 0$. In addition, suppose that $\phi \in C^2(\mathbb{R};\mathbb{R})$ with $|\phi''(s)| \leq C|s|^{p-2}$ for $2 < p < 3$ or $\phi'$ be uniformly continuous. Then, for any $\alpha > 0$ in addition to 3.11, there exists $\mu \in L^\infty[0,T;L^2(\Omega)] \cap L^2[0,T;H^1(\Omega)]$ such that

$$
\mu_h \to \mu \quad \text{weakly in } L^2[0,T;H^1(\Omega)], \quad \mu_h \to \mu \quad \text{weakly-* in } L^\infty[0,T;L^2(\Omega)]
$$

and

$$
\mu_h \to \mu \quad \text{strongly in } L^2[0,T;L^2(\Omega)].
$$

Furthermore, $(y, g, \mu)$ which satisfy (2.2)-(2.3)-(2.4).

**Proof.** (Sketch:) The proof follows similarly to Theorem 3.11. Recall that $y_h, g_h$ are bounded in $L^\infty[0,T;L^2(\Omega)] \cap L^2[0,T;H^1(\Omega)]$ and $L^2[0,T;L^2(\Omega)]$ by constants independent of $\tau, h$ and converge to some elements $(y, g)$ as stated in 3.11. Similarly $\mu_h$ is bounded in $L^\infty[0,T;L^2(\Omega)] \cap L^2[0,T;L^2(\Omega)]$ by a constant independent of $\tau, h$. Hence, we may extract subsequence, converging to some element $\mu$, as follows,

$$
\mu_h \to \mu \quad \text{weakly in } L^2[0,T;H^1(\Omega)], \quad \mu_h \to \mu \quad \text{weakly-* in } L^\infty[0,T;L^2(\Omega)],
$$

and

$$
\mu_h \to \mu \quad \text{strongly in } L^2[0,T;L^2(\Omega)].
$$
while an application of the discrete compactness Theorem 3.7 guarantees the strong convergence of $\mu_h$ to $\mu$ in $L^2[0, T; L^2(\Omega)]$. Indeed, Lemma A.1 implies that $\|\phi'(y_h)\mu_h\|_{L^{4/3}[0, T; H^1(\Omega)^*]}$. The rest of the terms can be treated easily. The proof is completed after noting that we may pass the limit into equations (4.11)-(4.12), similar to the proof of the discrete case of Theorem 3.11, with the help of Lemma A.1.

\[\square\]

5 Conclusion

We have proved basic stability and convergence properties for a general class of discontinuous time-stepping schemes for a Robin boundary control problem for semilinear parabolic pdes, with rough initial data and forcing term. The underlying stability properties demonstrate that the discrete state, adjoint and control variables exhibit similar regularity properties to the continuous optimal control problem, which is an important asset in the analysis and implementation of numerical schemes. The emphasis was on the minimal regularity assumptions on the data, but error estimates and computational issues will be also considered in a future work.

A Bounds on semi-linear terms

**Lemma A.1.** Let $\phi$ satisfy the assumptions 2.1, and let $y_h, \mu_h \in L^\infty[0, T; L^2(\Omega)] \cap L^2[0, T; H^1(\Omega)]$ with bounds independent of $\tau, h$. The following statements hold:

- $\|\phi(y_h)\|_{L^{4/3}[0, T; H^1(\Omega)^*]}$ is bounded independent of $\tau, h$.
- $\|\phi'(y_h)\mu_h\|_{L^{4/3}[0, T; H^1(\Omega)^*]}$ is bounded independent of $\tau, h$.

- If $v_h \in C[0, T; U_h]$, $y, \mu \in W(0, T)$ then,
  \[\int_0^T \|\phi(y) - \phi(y_h), v_h\| dt \leq C_{y,y_h} \|y - y_h\|_{L^2[0, T; L^2(\Omega)]}^2.\]

- In addition, if $\phi \in C^2(\mathbb{R}; \mathbb{R})$ with $|\phi''(s)| \leq C|s|^{p-2}$ for $2 < p < 3$ or $\phi'$ be uniformly continuous then,
  \[\int_0^T \|\phi'(y)\mu - \phi'(y_h)\mu_h, v_h\| dt \leq C_{y,\mu,y_h,\mu_h} \left(\|\mu - \mu_h\|_{L^2[0, T; L^2(\Omega)]} + \|y - y_h\|_{L^2[0, T; L^2(\Omega)]}^2\right).\]

Here $C_{y,y_h}, C_{y,y_h,\mu,\mu_h}$ are constants depending upon $\|y\|_{W(0,T)}, \|\mu\|_{W(0,T)}$ and the stability constants of Lemmas 3.9, 4.4.

**Proof.** For the first part of this Lemma, we treat the case $(3/2) \leq p < 3$. The case $1 \leq 1 < (3/2)$ can be treated similarly and more easily. Let $v \in L^4[0, T; H^1(\Omega)]$. Using Hölder’s inequalities, the embedding $H^1(\Omega) \subset L^4(\Omega)$,

\begin{align*}
\int_0^T \int_\Omega |y_h|^p v dx dt &\leq C \int_0^T \|y_h\|_{L^{4p/3}(\Omega)}^p \|v\|_{L^4(\Omega)} dt \\
&\leq C \left(\int_0^T \|y_h\|_{L^{4p/3}(\Omega)}^{4p/3} \|v\|_{H^1(\Omega)}^4\right)^{3/4} \left(\int_0^T \|v\|_{H^1(\Omega)}^4\right)^{1/4}.
\end{align*}
The Gagliardo-Nirenberg interpolation inequality with \( r = 2, q = (4p/3) \) and \( s = 1 - \frac{2}{(4p/3)} \equiv \frac{2p-3}{2p} \), \( 1 - s = 3/2p \), implies (note that \( 4p/3 \geq 2 \) for \( p \leq (3/2) \))

\[
\|y_h\|_{L^{4p/3}(\Omega)} \leq C\|\hat{y}_h\|_{L^2(\Omega)}^{1-s} \|y_h\|_{H^1(\Omega)}^s
\]

and hence,

\[
\int_0^T \int_\Omega |y_h|^p v dx dt \leq C \left( \int_0^T \|y_h\|_{L^2(\Omega)}^2 \|y_h\|_{H^1(\Omega)}^2 \right)^{3/4} \|v\|_{L^4(\Omega)} \leq C
\]

where at the last step, we have used the stability bounds for \( y_h \) and \( \frac{2}{3} \times (2p-3) < 2 \), for \( 1 < p < 3 \). For the second statement, we obtain

\[
\int_0^T \langle \phi'(y_h) \mu_h, v_h \rangle dt \leq C \|\mu_h\|_{L^4(\Omega)} \|y_h\|_{L^1(\Omega)} \|v_h\|_{L^4(\Omega)} \leq C \|\mu_h\|_{L^4(\Omega)} \|y_h\|_{L^1(\Omega)} \|v_h\|_{L^2(\Omega)}
\]

Note that using the embedding \( L^4(\Omega) \subseteq L^{2(p-1)}(\Omega) \) (recall that \( 3/2 \leq p < 3 \)), and the interpolation inequality \( \|\cdot\|^2_{L^2(\Omega)} \leq C \|\cdot\|_{L^4(\Omega)} \|\cdot\|_{H^1(\Omega)} \), we may show that \( \|y_h\|_{L^4(\Omega)} \) remains bounded (with constant independent of \( h, \tau \)) in \( L^\infty(0,T;L^2(\Omega)) \cap L^2(0,T;H^1(\Omega)) \). The second part, recall that by the mean value Theorem, the growth condition on \( \phi' \), and the generalized Hölder’s inequality with \( (1/2) + (1/s_1) + (1/s_2) = 1 \), we obtain that,

\[
\int_0^T |\phi(y) - \phi(y_h)| dt \leq C \int_0^T \|y_h - y\|_{L^2(\Omega)} \|y_h\|_{L^1(\Omega)} \|v_h\|_{L^2(\Omega)} dt \equiv I_1 + I_2
\]

We treat the first integral. Choosing \( s_1 = 2 + \epsilon \), with \( \epsilon > 0 \) small enough, and using the continuous embedding of \( H^1(\Omega) \subseteq L^{2\epsilon}(\Omega) \), we deduce,

\[
I_1 = \int_0^T \|y_h - y\|_{L^2(\Omega)} \|y_h\|_{L^2(\Omega)} \|v_h\|_{H^1(\Omega)} dt \leq C \|v_h\|_{L^\infty(0,T;H^1(\Omega))} \|y_h - y\|_{L^2(0,T;L^2(\Omega))} \|y_h\|_{L^2(0,T;L^2(\Omega))} \|y_h\|_{L^2(0,T;L^2(\Omega))}
\]

It remains to prove that the last norm is bounded independent of \( \tau, h \). Note that \( \|y_h\|_{L^2(\Omega)} \leq C \|y_h\|_{L^2(\Omega)} \). Hence, using the Gagliardo-Nirenberg inequality with \( r = 2, q = (p-1)(2+\epsilon) \), and \( s = 1 - 2/(p-1)(2+\epsilon) \), we obtain that

\[
\int_0^T \|y_h\|_{L^2(\Omega)}^{2(p-1)/(2+\epsilon)} dt \leq \int_0^T \|y_h\|_{H^1(\Omega)}^{4/(2+\epsilon)} \|y_h\|_{H^1(\Omega)}^{(2(p-1)(2+\epsilon) - 4)/(2+\epsilon)} dt.
\]

The proof is completed after noting that \( \|y_h\|_{L^\infty(0,T;L^2(\Omega))} \) is bounded independent of \( h, \tau \), and noting that as \( \epsilon \to 0 \), \( (2(p-1)(2+\epsilon) - 4)/(2+\epsilon) \to 2p - 4 < 2 \) for \( p < 3 \). The last statement can be proved similarly, after noting that

\[
\int_0^T \langle \phi'(y) - \phi'(y_h) \rangle dt = \int_0^T \langle (\phi'(y) - \phi'(y_h)) \mu, v_h \rangle dt + \int_0^T \langle \phi'(y_h)(\mu - \mu_h), v_h \rangle dt.
\]
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