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Abstract. Numerical schemes to compute approximate solutions of the evolutionary Stokes and Navier-Stokes
equations are studied. The schemes are discontinuous in time and conforming in space and of arbitrarily high
order. Fully-discrete error estimates are derived and dependence of the viscosity constant is carefully tracked. It
is shown that the errors are bounded by projection errors of the exact solution which exhibit optimal rates when
the solutions are smooth.

1. Introduction. We consider the evolutionary Navier-Stokes problem; that is, we seek a
velocity field u and a pressure p such that

ut − ν∆u + u · ∇u +∇p = f in Ω× (0, T ],
∇ · u = 0 in Ω× (0, T ],
u(0) = u0 in Ω,

(1.1)

given initial data u0 and forcing term f . Here, Ω denotes a bounded domain in Rd with d = 2, 3.

There is an abundant literature concerning analytical and computational aspects of the Stokes
and Navier-Stokes equations. Various schemes based on finite elements have been proposed for
approximating solutions of (1.1). However, when it comes to the analysis of higher order schemes
under minimal regularity assumptions the literature is limited. In this paper we analyze a class of
schemes which are conforming in space and use the discontinuous Galerkin time stepping scheme.
The discontinuous Galerkin technique provides an appropriate setting to analyze adaptive refine-
ment and coarsening strategies, and Lagrangian or moving mesh schemes, all of which give rise
to different meshes at each time step. While this complicates the analysis, our results show that
this does not cause any degradation in the rates of convergence.

Our estimates are expressed in terms of projections of the exact solution onto the discrete spaces
which exhibit optimal rates of convergence when the standard parabolic regularity holds. Our
main results are “almost symmetric” in the sense that error in the solution is essentially bounded
by the projection errors in the same norm. Estimates of this form show that that the error will
be as good as the approximation and regularity theory allows, and can be viewed as a parabolic
version of the classical Cea’s Lemma [10]. Symmetric estimates have also been derived by Dupont,
Liu and Liu, Dupont, Bank, Garcia and Santos [14, 27] to analyze moving mesh finite element
methods, and by the authors in [7, 8] for a general class of implicit parabolic PDE’s with time-
dependent non-selfadjoint coefficients whose solutions may exhibit low regularity.

A central idea of our analysis is the development of a parabolic analog of the elliptic projection
[33]. Stability of this projection does not require any relationship between the time and space
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partitions. The dependence of the constants appearing in the projection estimates upon the
viscosity ν is carefully tracked.

1.1. Related Results. Second order semi-discrete (in space) finite element error estimates
for the evolutionary Navier-Stokes equations were studied by Heywood and Rannacher in [18],
and semi-discrete estimates of arbitrary order were developed by the same authors in [19] under
various regularity assumptions on the solution (u, p). More recently, high order error estimates
for the spacial discretization of the time-dependent Navier-Stokes equations where developed by
Bause [4], while Hou [21] obtained symmetric error estimates of arbitrary order under minimal
regularity assumptions for the evolutionary Stokes problem. High order fully-discrete schemes
for smooth solutions were studied by Baker, Dougalis and Karakashian in [2], and Heywood
and Rannacher [20] established second-order (in time) estimates using the Crank-Nickolson time
stepping scheme under weaker regularity assumptions. For some classical results regarding the
stability of various fully-discrete Galerkin schemes one may consult the book of Temam [31] or
the papers by Pironeau [28] and Süli in [30] who analyzed characteristic Galerkin time stepping
schemes. Finally, an analysis of an implicit Runge-Kutta nonconforming scheme was provided by
Katsaounis in [24].

The discontinuous Galerkin method was first introduced to model and simulate neutron transport
by Lasaint and Raviart in [25]. Various aspects concerning applications of the DG scheme for
hyperbolic problems were presented by Cockburn, Karnadiakis and Shu in [11] and by Johnson
in [23] (see also the references within). Estimates for discontinuous solutions for the DG schemes
for the transport equation were derived by Walkington in [36]. The DG method for ordinary
differential equations was first analyzed by Delfour, Hager and Trochu in [13] who showed that
the DG scheme was super convergent at the partition points (order 2k+2 for polynomials of degree
k). Jamet [22] established rates of order O(τk) for linear parabolic problems and subsequently
Eriksson, Johnson and Thomée [15] established O(τ2k−1) estimates at the partition points for
smooth solutions. An excellent exposition of their results and, more generally, the DG method
for parabolic equations, can be found in Thomée’s book [33]. Recently there has been a lot of
work on the development and analysis of discontinuous Galerkin methods for elliptic problems.
A comprehensive survey and comparison of this work was given by Arnold, Brezzi, Cockburn and
Marini in [1] which contains many references related to this approach.

1.2. Outline. The standard abstract setting for the Navier-Stokes equations and the numer-
ical schemes we consider, are introduced in the next section. One of the limitations of DG time
stepping schemes is that the discrete energy estimate only bounds the solution at the partition
points {tn}. In order to bound the solution at times between these, fine properties of polynomials
are needed. These are developed in Section 3.

To circumvent the technical difficulties associated with the discontinuities introduced at each
time step we introduce a parabolic analog of the classical elliptic projection [33]. This parabolic
projection is developed in Section 4 and, like its elliptic counterpart, is the discrete solution of
an associated linear (Stokes) problem. Error estimates for the Navier-Stokes equations are then
developed in Section 5.

1.3. Notation. It will be assumed that the equations are to be solved in a bounded con-
nected Lipschitz domain Ω ⊂ Rd with d = 2 or d = 3. Vector valued functions on Ω will be
denoted with a bold face, u,v,w. Standard notation is used for Sobolev spaces of scalar and
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vector valued functions, with norms denoted ‖.‖Hs(Ω). We also denote solenoidal (divergence free)
spaces by V(Ω),V (Ω) and W (Ω) where,

V(Ω) = {u ∈ C∞0 (Ω) : ∇ · u = 0}

V (Ω) = {u ∈ H1
0 (Ω) : ∇ · u = 0}

W (Ω) = {u ∈ L2(Ω) : ∇ · u = 0 and u · n = 0}.

The spaces V (Ω) and W (Ω) are equipped with the H1(Ω) and L2(Ω) norms respectively. With
Ω as above, V (Ω) and W (Ω) are closed subspaces of H1

0 (Ω) and L2(Ω) respectively [17], and
C∞0 (Ω) ∩ V (Ω) is dense in V (Ω) and W (Ω). We denote by L2

0(Ω) the space

L2
0(Ω) =

{
p ∈ L2(Ω) :

∫
Ω
p = 0

}
,

equipped with the ‖.‖L2(Ω) norm. The dual spaces of H1
0 (Ω) and V (Ω) are denoted by H−1(Ω)

and V (Ω)∗ respectively. The later space is defined by

‖f‖V (Ω)∗ = sup
v∈V (Ω):‖v‖H1(Ω)≤1

〈f, v〉,

where 〈., .〉 denotes the duality paring between H1
0 (Ω) and H−1(Ω).

For any Banach space X let Lp[0, T ;X], 1 ≤ p < ∞, and L∞[0, T ;X] denote the spaces of
p-integrable functions taking values in X with norm

‖f‖Lp[0,T ;X] =
(∫ T

0
‖f(t)‖pX

)1/p
, ‖f‖L∞[0,T ;X] = esssupt∈[0,T ]‖f‖X <∞,

and let H1[0, T ;X] denote the space of functions with square integrable derivatives with norm

‖f‖H1[0,T ;X] =
(∫ T

0
‖f‖2Xdt+

∫ T

0
‖ft‖2Xdt

)1/2
.

2. Weak Statements and Numerical Scheme. The numerical schemes will approximate
the natural weak formulation of equation (1.1) which seeks

(u, p) ∈ L2[0, T ;H1(Ω)] ∩H1[0, T ;H−1(Ω)]× L2[0, T ;L2
0(Ω)]

such that for a.e t ∈ (0, T ],
〈ut,v〉+ a(u,v) + b(v, p) + c(u,u,v) = 〈f ,v〉 ∀v ∈ H1

0 (Ω),
b(u, q) = 0 ∀ q ∈ L2

0(Ω),
(u(0, x),v) = (u0,v) ∀v ∈W (Ω).

(2.1)

The bilinear forms a : H1(Ω)×H1(Ω)→ R and b : H1(Ω)× L2(Ω)→ R are defined by

a(u,v) = ν

∫
Ω

(∇u) : (∇v), and b(v, p) =
∫

Ω
q(∇.v),
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where (∇u) : (∇v) =
∑d

i,j=1 ui,jvi,j and the index after the comma indicates the derivative with

respect to xj . The nonlinear term c(., ., .) is trilinear on H1(Ω)d and takes the form

c(u,v,w) = (1/2)
(
ĉ(u,v,w)− ĉ(u,w,v)

)
, where ĉ(u,v,w) =

d∑
i,j=1

∫
Ω

uj
(∂vi
∂xj

)
wi.

The bilinear form a(., .) is continuous and satisfies the classical coercivity condition. In particular
there exist constants C, c > 0, depending only on the domain Ω through the Poincaré inequality
such that ∣∣a(u,v)

∣∣ ≤ νC‖u‖H1(Ω)‖v‖H1(Ω) and a(u,u) ≥ cν‖u‖2H1(Ω).

The bilinear form b(., .) is also continuous and satisfies the classical inf-sup condition [5].

Lemma 2.1. There exist constants C, c depending only on Ω such that the bilinear form b(., .)
satisfies the following properties:

1. Continuity:
b(v, q) ≤ C‖u‖H1(Ω)‖q‖L2(Ω).

2. Inf-sup condition:

inf
q∈L2

0(Ω)
sup

v∈H1(Ω)

b(v, q)
‖v‖H1

0 (Ω)‖q‖L2
0(Ω)

≥ c > 0.

The trilinear forms satisfy the following continuity and skew symmetry properties [31].

Lemma 2.2. The trilinear forms satisfy

c(u,w,v) = ĉ(u,v,w) = −ĉ(u,w,v), u ∈ V (Ω), v,w ∈ H1
0 (Ω),

and
c(u,v,w) = −c(u,w,v), u,v,w ∈ H1(Ω),

and the following bounds,

|ĉ(u,v,w)| ≤ ‖u‖Lp(Ω)‖∇v‖L2(Ω)‖w‖Lp′ (Ω), 1/p+ 1/p′ = 1/2,

|c(u,v,w)| ≤ C‖u‖H1(Ω)‖v‖H1(Ω)‖w‖H1(Ω),

where C > 0 depends upon the domain Ω.

In two dimensions (d = 2)∣∣∣c(u,v,w)
∣∣∣ ≤ C‖u‖1/2L2(Ω)

‖∇u‖1/2
L2(Ω)

(
‖v‖H1(Ω)‖w‖

1/2
L2(Ω)

‖∇w‖1/2
L2(Ω)

+‖w‖H1(Ω)‖v‖
1/2
L2(Ω)

‖∇v‖1/2
L2(Ω)

)
, (2.2)

while in three dimensions (d = 3) [20],∣∣∣c(u,v,w)
∣∣∣ ≤ C‖u‖1/2L2(Ω)

‖u‖1/2
H1(Ω)

‖v‖H1(Ω)‖w‖H1(Ω). (2.3)
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2.1. Fully discrete formulation. To approximate the solution of (2.1) we introduce a
partition 0 = t0 < t1 < ... < tN = T and for each interval (tn−1, tn) discrete spaces Unh ⊂ H1

0 (Ω)
for the velocity and Qnh ⊂ L2

0(Ω) for the pressure. We let Pk[tn−1, tn;Unh ] and Pk[tn−1, tn;Qnh]
denote the set of polynomials of degree k in time with values in Unh and Qnh respectively. On each
partition (tn−1, tn) the Discontinuous Galerkin method constructs an approximate velocity

uh ∈ Uh ≡
{
uh ∈ L2[0, T ;H1

0 (Ω)] : uh|(tn−1,tn] ∈ Pk[tn−1, tn;Unh ]
}

and pressure

ph ∈ Ph ≡
{
ph ∈ L2[0, T ;L2

0(Ω)] : ph|(tn−1,tn] ∈ Pk[tn−1, tn;Qnh]
}

satisfying 

(un−,v
n
−) +

∫ tn

tn−1

(
− 〈u,vht〉+ a(uh,vh) + c(uh,uh,vh) + b(vh, ph)

)
= (un−1

− ,vn−1
+ ) +

∫ tn

tn−1

〈f ,vh〉 ∀vh ∈ Pk[tn−1, tn;Unh ],∫ tn

tn−1

b(uh, qh) = 0 ∀ qh ∈ Pk[tn−1, tn;Qnh],

uh(0) = u0
−.

(2.4)

Here we write un± = uh(tn±) and for the traces from above and below respectively. We assume
that Unh , and Qnh satisfy the usual approximation properties and inf-sup condition [10, 17].

Assumption 1. Let {T nh | 0 ≤ n ≤ Nh, h > 0} be a quasi-regular family of triangulations of
H1

0 (Ω) and let Unh ⊂ H1
0 (Ω) and Qnh ⊂ L2

0(Ω) be finite element subspaces constructed over T nh
using piecewise polynomials satisfying the following approximation properties.

There exists an integer ` ≥ 1 and constants C, c > 0 independent of h, u, and p such that,

1. If u ∈ H l+1(Ω) ∩H1
0 (Ω)

inf
uh∈Un

h

‖u− uh‖Hs(Ω) ≤ Chl+1−s‖u‖Hl+1(Ω), 0 ≤ l ≤ `, s = −1, 0, 1.

2. If p ∈ H l(Ω) ∩ L2
0(Ω)

inf
qh∈Qn

h

‖p− qh‖L2(Ω) ≤ Chl‖p‖Hl(Ω), 0 ≤ l ≤ `.

3. The subspaces Unh , Qnh satisfy the classical inf-sup condition (2.5),

inf
qh∈Qn

h

sup
vh∈Un

h

b(vh, qh)
‖vh‖H1(Ω)‖qh‖L2(Ω)

≥ c. (2.5)

4. If the triangulations are quasi-uniform then there exists Cinv > 0 independent of h such
that

‖uh‖H1(Ω) ≤ (Cinv/h)‖uh‖L2(Ω), ∀uh ∈ Unh .
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We next define the discrete divergence free subspace of Pk[tn−1, tn;Unh ] to be

Znh ≡
{
uh ∈ Pk[tn−1, tn;Unh ] |

∫ tn

tn−1

b(uh, qh) = 0 ∀ qh ∈ Pk[tn−1, tn;Qnh]
}
.

The following lemma characterizes the spaces Znh and illustrates why it is natural to chose the
time variation (i.e. degree k) for the approximate pressure and velocity to be the same.

Lemma 2.3. Let Znh =
{
uh ∈ Unh : b(uh, qh) = 0, ∀ qh ∈ Qnh

}
, then Znh = Pk[tn−1, tn;Znh ].

Proof. It is clear that Pk[tn−1, tn;Znh ] ⊂ Znh . It suffices to show the reverse inclusion. Let
{ηi}ki=0 ⊂ Pk[tn−1, tn] be an orthonormal basis with the L2[tn−1, tn] inner product. Then write
uh ∈ Pk[tn−1, tn;Unh ] and qh ∈ Pk[tn−1, tn;Qnh] as

uh =
k∑
i=0

ηiui and qh =
k∑
j=0

ηjqj .

Since b(., .) : Unh ×Qnh → R is bilinear (and independent of time)

∫ tn

tn−1

b(uh, qh) =
k∑

i,j=0

∫ tn

tn−1

ηiηjb(ui, qj) =
k∑
i=0

b(ui, qi).

If uh ∈ Znh the left hand expression vanishes for all {qj}kj=0 ⊂ Qnh. Therefore, ui ∈ Znh for each
0 ≤ i ≤ k, and since Znh is a linear space it follows that uh ∈ Pk[tn−1, tn;Znh ].

This lemma allows us to write

Zh ≡ {uh ∈ Uh |
∫ T

0
b(uh, qh) = 0, ∀ qh ∈ Ph}

= {uh ∈ Uh | uh|(tn−1,tn] ∈ Znh}
= {uh ∈ Uh | uh|(tn−1,tn] ∈ Pk[tn−1, tn;Znh ]}.

3. Discrete Characteristic Functions and Interpolants. In this section we present
some elementary properties of polynomials required to establish stability and error estimates for
the DG approximations of the Stokes and Navier-Stokes equations.

3.1. Discrete characteristic functions. Estimates for evolution equations are frequently
obtained by multiplying the equation by u and integrating to an arbitrary time t ∈ [0, T ]. This
amounts to selecting the test function to be χ[0,t)u, and this choice is not available in the discrete
context unless the terminal time is one of the partition points. In the past this problem has
been circumvented by deriving bounds for certain temporal derivatives of the solution, so that
the solution between the partition points was effectively controlled by values at these points [33].
This approach is problematic for the (Navier-) Stokes equations since the time derivative of the
pressure is usually not available, and it is difficult to get separate estimates for ut and ∇p given
a bound on ut −∇p in H−1(Ω).

To estimate the solution at times t ∈ [tn−1, tn) we first recall the discrete characteristic functions
as introduced in [7, Section 2.3], and then extend the construction in [7, 8] to accommodate
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(discretely) divergence free subspaces. The discrete characteristic functions on each interval are
invariant under translation so it is convenient to work on the interval [0, τ) with τ = tn − tn−1.
We begin by considering polynomials r ∈ Pk[0, τ ]. A discrete approximation of χ[0,t)r is the
polynomial r̃ ∈ {r̃ ∈ Pk[0, τ ]|r̃(0) = r(0)} satisfying∫ τ

0
r̃q =

∫ t

0
rq ∀ q ∈ Pk−1[0, τ ].

The above construction is motivated by the fact that we may put q = r′ to obtain
∫ τ

0 r̃r
′ =∫ t

0 rr
′ = (1/2)(r2(t)− r2(0)).

We next extend this elementary construction to approximate functions of the form χ[0,t)v for
v ∈ Pk[0, τ ;V ] where V is any semi inner product space. If v ∈ Pk[0, τ ;V ] we can write v =∑k

i=0 ri(t)vi where {ri} ⊂ Pk[0, τ ] and {vi} ⊂ V . If we define ṽ =
∑k

i=0 r̃i(t)vi it is clear that
ṽ ∈ Pk[0, τ ;V ] satisfies

ṽ(0) = v(0), and
∫ τ

0
(ṽ,w)V =

∫ t

0
(v,w)V ∀w ∈ Pk−1[0, τ ;V ]. (3.1)

The following elementary lemma from [7, Lemma 2.7] shows that the mapping v 7→ ṽ is continuous
on Pk[0, τ, V ].

Lemma 3.1. Let V be a semi-inner product space, then the mapping v =
∑k

i=0 ri(t)vi 7→ ṽ =∑k
i=0 r̃i(t)vi on Pk[0, τ ;V ] is continuous in ‖·‖L2[0,τ ;V ]. In particular, there exists Ck > 0 de-

pending only upon k such that

‖ṽ‖L2[0,τ ;V ] ≤ Ck‖v‖L2[0,τ ;V ], and ‖ṽ − χ[0,t)v‖L2[0,τ ;V ] ≤ Ck‖v‖L2[0,τ ;V ].

Notice that the above construction is purely algebraic in the sense that equation (3.1) holds for
any choice of inner product on V . The following lemma gives an explicit formula, ṽ(s) = φ(s)z,
when v(s) = z is constant.

Lemma 3.2. Fix t ∈ [0, τ ] and let p ∈ Pk[0, τ ] be characterized by

p(0) = 1,
∫ τ

0
pq =

∫ t

0
q, q ∈ Pk−1[0, τ ].

Then,

p(s) = 1 + (s/τ)
k−1∑
i=0

cip̂i(s/τ), ci =
∫ 1

t/τ
p̂i(η) dη,

where {p̂i}k−1
i=0 is an orthonormal basis of Pk−1[0, 1] in the (weighted) space L2

w[0, 1] having inner
product

(p̂, q̂) =
∫ 1

0
ηp̂(η)q̂(η) dη.

In particular,

‖p‖L∞[0,τ ] ≤ 1 + (1− t/τ)
k−1∑
i=0

‖p̂i‖2L∞[0,1] ≤ Ck,

with Ck independent of t ∈ [0, τ ].
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3.2. An exponential interpolant. Bounds for DG approximations of the Stokes equations
in L∞[0, T ;H1(Ω)] will be obtained using the polynomial interpolant of e−λ(t−tn−1)uh introduced
in this section.

Definition 3.3. Let V be a linear space, and λ > 0 be given. If v =
∑k

i=0 ri(t)vi ∈ Pk[tn−1, tn;V ],
where ri ∈ Pk[tn−1, tn],vi ∈ V , we define the exponential interpolant of v by

v̄ =
k∑
i=0

r̄i(t)vi

where r̄i ∈ Pk[tn−1, tn] is the approximation of ri(t)e−λ(t−tn−1) satisfying r̄i(tn−1) = ri(tn−1) and∫ tn

tn−1

r̄i(t)q(t)dt =
∫ tn

tn−1

ri(t)q(t)e−λ(t−tn−1)dt, q ∈ Pk−1[tn−1, tn].

Note that the map v → v̄ does not define a projection, since ¯̄v 6= v̄, so we will refer to it as an
exponential interpolant. Unlike the polynomial approximations of χ[tn−1,t)uh introduced above,
the difference between the interpolant v̄ and v remains small.

Lemma 3.4. Let V and Q be linear spaces and v 7→ v̄ be the map constructed in Definition 3.3
with parameter λ > 0. If L(., .) : V ×Q→ R is a bilinear mapping and v ∈ Pk[tn−1, tn;V ], then∫ tn

tn−1

L(v̄(t), q(t))dt =
∫ tn

tn−1

L(v(t), q(t))e−λ(t−tn−1)dt, q ∈ Pk−1[tn−1, tn;Q].

If (., .)V is a (semi) inner product on V , then there exists a constant Ck > 0 independent of λ ≥ 0
such that

‖v − v̄‖L2[tn−1,tn;V ] ≤ Ck(1− e−λ(tn−tn−1))‖v‖L2[tn−1,tn;V ] ≤ Ckλ(tn − tn−1)‖v‖L2[tn−1,tn;V ];

in particular,
‖v̄‖L2[tn−1,tn;V ] ≤ (1 + Ck)‖v‖L2[tn−1,tn;V ].

Proof. (Sketch) The proof follows along the lines of [7, Lemma 2.3,2.4]. The key step, is to prove
that ∫ tn

tn−1

(
ri − r̄i)2 ≤ Ck(1− e−λ(tn−tn−1))

∫ tn

tn−1

r2
i .

For that purpose, note that since ri(tn−1) = r̄i(tn−1) we may write ri− r̄i = (t− tn−1)pi, for some
pi ∈ Pk−1[tn−1, tn]. Using the definition of the interpolant we derive∫ tn

tn−1

(t− tn−1)piq =
∫ tn

tn−1

(1− e−λ(t−tn−1))riq ∀ q ∈ Pk−1[tn−1, tn].

Selecting q = pi and using the equivalence of norms on the Pk[tn−1, tn] shows

‖p‖L2[tn−1,tn] ≤ C(k)(1− e−λ(tn−tn−1))‖ri‖L2[tn−1,tn].

The remaining calculations are elementary, see [7, Lemma 2.4].
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A classical scaling argument and the finite dimensionality of Pk[tn−1, tn] implies the following
lemma.

Lemma 3.5. Let V be a linear space and (., .)V be a (semi) inner product on V and let w(t) ≥ 0
be a nonzero element of L1[tn−1, tn] and set τ = tn − tn−1. Then, there exists a constant Ck > 0
depending only upon k and w such that

‖v‖Lp[tn−1,tn;V ] ≤ τ1/p−1/2
(
Ck

∫ tn

tn−1

w((t− tn−1)/τ)‖v(t)‖2V dt
)1/2

for all v ∈ Pk[tn−1, tn;V ] and 1 ≤ p ≤ ∞. In particular, if (1/p) + (1/p′) = 1,

‖v‖Lp[tn−1,tn;V ]‖v‖Lp′ [tn−1,tn;V ] ≤ Ck
∫ tn

tn−1

w((t− tn−1)/τ)‖v(t)‖2V dt.

This inverse estimate can be used to bound v − v̄ in Lp[tn−1, tn;V ] for any p ≥ 1.

Lemma 3.6. Let V be a linear space and (., .)V be a semi-inner product on V and let v 7→ v̄ denote
the exponential interpolant on Pk[tn−1, tn;V ] constructed in Definition 3.3. Set τ = tn − tn−1,
then there exists a constant Ck > 0 depending only upon k such that

‖v − v̄‖Lp[tn−1,tn;V ] ≤ Ck(1− eλτ )‖v‖Lp[tn−1,tn;V ] ≤ Ckλτ‖v‖Lp[tn−1,tn;V ],

for all v ∈ Pk[tn−1, tn;V ] and 1 ≤ p ≤ ∞. In particular,

‖v̄‖Lp[tn−1,tn;V ] ≤ (1 + Ck)‖v‖Lp[tn−1,tn;V ].

Proof. Using Lemma 3.5 with w(t) ≡ 1 and Lemma 3.4 we obtain,

‖v − v̄‖Lp[tn−1,tn;V ] ≤ τ1/p−1/2Ck‖v − v̄‖L2[tn−1,tn;V ] ≤ τ1/p−1/2Ck(1− eλτ )‖v‖L2[tn−1,tn;V ].

If 1/p+ 1/p′ = 1, Hölder’s inequality and another application of Lemma 3.5 shows

‖v‖2L2[tn−1,tn;V ] ≤ ‖v‖Lp[tn−1,tn;V ]‖v‖Lp′ [tn−1,tn;V ] ≤ ‖v‖Lp[tn−1,tn;V ]Ckτ
1/p′−1/2‖v‖L2[tn−1,tn;V ],

so
‖v‖L2[tn−1,tn;V ] ≤ Ckτ1/p′−1/2‖v‖Lp[tn−1,tn;V ] = Ckτ

1/2−1/p‖v‖Lp[tn−1,tn;V ],

and the lemma follows.

4. DG scheme for an auxiliary PDE. In this section we introduce a “parabolic” pro-
jection (Ph below) that will be used to construct test functions for the DG scheme used to
approximate the Navier-Stokes equations. It is designed to circumvent the difficulties associated
with the use of different spaces for each time step and the jump terms that appear in the DG
scheme. We consider DG approximations for the evolutionary Stokes equations; that is

(u, r) ∈ L2[0, T ;H1
0 (Ω)] ∩H1[0, T ;H−1(Ω)]× L2[0, T ;L2

0(Ω)]
9



and 
〈ut,v〉+ a(u,v) + b(v, r) = 〈f ,v〉 ∀v ∈ H1

0 (Ω),
b(u, q) = 0 ∀ q ∈ L2

0(Ω),
(u(0),w) = (u0,w) ∀w ∈W (Ω).

(4.1)

The numerical schemes are based upon the weak formulation: u ∈ L2[0, T ;H1
0 (Ω)]∩H1[0, T ;H−1(Ω)] ↪→

C[0, T ;L2(Ω)], r ∈ L2[0, T ;L2
0(Ω)] and

(u(T ),v(T )) +
∫ T

0
−〈u,vt〉+ a(u,v) + b(v, r)

= (u(0),v(0)) +
∫ T

0
〈f ,v〉 ∀v ∈ L2[0, T ;H1

0 (Ω)] ∩H1[0, T ;H−1(Ω)],∫ T

0
b(u, q) = 0 ∀ q ∈ L2[0, T ;L2

0(Ω)].

(4.2)

Given a partition 0 = t0 < t1 < ... < tN = T of [0, T ] and a collection {Unh }Nn=0, {Qnh}Nn=0 of
subspaces of H1

0 (Ω) and L2
0(Ω) respectively the DG method constructs an approximate solution

uh ∈ Uh, and a pressure ph ∈ Ph satisfying

(un−,v
n
−) +

∫ tn

tn−1

(
− 〈uh,vht〉+ a(uh,vh) + b(vh, rh)

)
−(un−1

− ,vn−1
+ ) =

∫ tn

tn−1

〈f ,vh〉 ∀vh ∈ Pk[tn−1, tn;Unh ],∫ tn

tn−1

b(uh, qh) = 0 ∀qh ∈ Pk[tn−1, tn;Qnh].

(4.3)

4.1. Projections. Projections onto the discretely divergence subspaces play an important
role in the analysis of numerical schemes for both the Stokes and Navier-Stokes equations. Here
we define our “parabolic” projection, Ph, and compare it with the classical Stokes projection Πh.

Definition 4.1.

1. Pn : L2(Ω) → Znh denotes the projection onto the discretely divergence free subspace
Znh = {uh ∈ Unh | b(uh, qh) = 0, qh ∈ Qnh}; that is

Pnw ∈ Znh , (Pnw,vh) = (w,vh) ∀vh ∈ Znh .

2. The Stokes projection Πn : H1
0 (Ω) → Unh is the first component of the pair (uh, rh) ∈

Unh ×Qnh satisfying

a(uh,vh) + b(vh, rh) = a(u,vh), b(uh, qh) = 0,

for all (vh, qh) ∈ Unh ×Qnh.

Formally Πnu is the Galerkin approximation of the stationary Stokes problem with right hand side
f = −ν∆u. The parabolic version introduced next is the DG approximation of the evolutionary
Stokes’ problem with right hand side f = ut − ν∆u.

Definition 4.2.
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1. The projection Plocn : C[tn−1, tn;L2(Ω)] → Pk[tn−1, tn;Znh ] satisfies (Plocn u)n = Pnu(tn),
and ∫ tn

tn−1

(u− Plocn u,vh) = 0, ∀vh ∈ Pk−1[tn−1, tn;Znh ].

Here we have used the convention (Plocn u)n ≡ (Plocn u)(tn).
2. The projection Ploch : C[0, T ;L2(Ω)]→ Zh satisfies

Ploch u ∈ Zh and (Ploch u)|(tn−1,tn] = Plocn (u|[tn−1,tn]).

3. Ph : H1[0, T ;H−1(Ω)]∩L2[0, T ;H1
0 (Ω)]→ Zh is the velocity component of the discontinu-

ous Galerkin solution (uh, rh) of (4.3) with f = ut−ν∆u, and initial data u0
− = P0(u(0)).

The projections Plocn are local in time, and the approximation error of the DG scheme for the
Navier Stokes equations will ultimately be bounded by projection errors of the form u − Plocn u.
The following theorem, adapted from [9], bounds this error.

Theorem 4.3. Let Znh ⊂ H1
0 (Ω) be a finite dimensional subspace and Pn : L2(Ω) → Znh be the

orthogonal projection. Let (., .)V be a (semi) inner product on H1
0 (Ω), then there exists a constant

Ck, depending only upon k ≥ 1, such that

‖u− Plocn u‖Lp[tn−1,tn;V ] ≤ ‖u− Pnu‖Lp[tn−1,tn;V ] + Ck(tn − tn−1)k+1‖Pnu(k+1)‖Lp[tn−1,tn;V ],

for all 1 ≤ p ≤ ∞. In particular, if the restriction of Pn to (V, ‖.‖V ) is stable, in the sense that
‖Pnu‖V ≤ C‖u‖V , then

‖u− Plocn u‖Lp[tn−1,tn;V ] ≤ C‖u−wh‖Lp[tn−1,tn;V ] + C(tn − tn−1)k+1‖u(k+1)‖Lp[tn−1,tn;V ],

for any wh ∈ Lp[tn−1, tn;Znh ]. Here u(k+1) denotes the (k + 1)th time-derivative of u.

Approximation properties of Pn depend crucially upon the inf-sup condition for the pair (Unh , Q
n
h).

We briefly recall the development of the projection estimates for the Stokes projection since similar
arguments will be developed in the parabolic setting.

Lemma 4.4. Let a : H1
0 (Ω) × H1

0 (Ω) → R and b : H1
0 (Ω) × L2

0(Ω) → R be the bilinear forms
introduced in Section 2, and let the subspaces Unh ⊂ H1

0 (Ω) and Qnh ⊂ L2
0(Ω) satisfy the inf-sup

condition. Define the Stokes projection Πn : H1
0 (Ω) → Unh to be the first component of the pair

(uh, rh) ∈ Unh ×Qnh satisfying

a(uh,vh) + b(vh, rh) = a(u,vh), b(uh, qh) = 0,

for all (vh, qh) ∈ Unh × Qnh. If u ∈ V (Ω) (that is div(u) = 0), then there is a constant C > 0
independent of ν such that

‖u−Πnu‖H1(Ω) ≤ C inf
vh∈Un

h

‖u− vh‖H1(Ω).

If additionally Ω is sufficiently regular to admit H2(Ω)×H1(Ω) regularity of the Stokes operator
and (Unh , Q

n
h) contain the piecewise linear functions over a regular mesh, then

‖u−Πnu‖L2(Ω) ≤ Ch inf
vh∈Un

h

‖u− vh‖H1(Ω),

11



where h is the diameter of the largest element of the mesh.

Since ‖u− Pnu‖L2(Ω) ≤ ‖u−Πnu‖L2(Ω) it follows that the projection error u− Pnu will exhibit
optimal rates of convergence in L2(Ω). We summarize this and other properties needed for the
analysis below in the following corollary.

Corollary 4.5. Under the hypotheses of the lemma (in particular, u ∈ V (Ω)),

1. ‖u− Pnu‖L2(Ω) ≤ Ch infvh∈Un
h
‖u− vh‖H1(Ω).

2. If the mesh is quasi-uniform so that the inverse estimate ‖uh‖H1(Ω) ≤ (C/h)‖uh‖L2(Ω)

holds for uh ∈ Unh , then

‖u− Pnu‖H1(Ω) ≤ C inf
vh∈Un

h

‖u− vh‖H1(Ω).

3. If (Umh , Q
m
h ) and (Unh , Q

n
h) are two spaces satisfying the inf-sup condition over two meshes,

then

‖Pn(I − Pm)u‖H−1(Ω) ≤ Ch‖u− Pmu‖L2(Ω) ≤ Ch2 inf
vh∈Um

h

‖u− vh‖H1(Ω),

where h is the maximal diameter of an element in the two meshes.

Proofs of Lemma 4.4 and Corollary 4.5 are sketched in Appendix B

4.2. Projection Error in L∞[0, T ;L2(Ω)] ∩ L2[0, T ;H1(Ω)]. The following theorem esti-
mates the error at the partition points and is the analog of [7, Theorem 2.2].

Theorem 4.6. Let u ∈ H1[0, T ;H−1(Ω)] ∩ L2[0, T ;H1
0 (Ω)] and uh = Phu. Then the error

eh = Ploch u− uh satisfies

‖enh−‖2L2(Ω) + ν

∫ tn

0
‖eh‖2H1(Ω) + 1/2

n−1∑
i=0

|[eih]|2L2(Ω) ≤ C
(∫ tn

0
ν‖(I − Ploch )u‖2H1(Ω)

+
n−1∑
i=0

min
(
Ck/(∆ti+1ν)

∥∥Pi+1(I − Pi)u(ti)
∥∥2

H−1(Ω)
,
∥∥(I − Pi)u(ti)

∥∥2

L2(Ω)

))
,

where C depends only upon Ω and Ck depends only upon k. Here [eih] = eih+ − eih− is the jump
in eh at ti, ∆ti ≡ ti − ti−1, and Pi : L2(Ω)→ Zih is the orthogonal projection onto the discretely
divergence free space.

Proof. Substituting f(v) = 〈ut,v〉 + a(u,v) into equation (4.3) gives the orthogonality relation
for the total error e = u− uh,

(en−,v
n
−) +

∫ tn

tn−1

(
− 〈e,vht〉+ a(e,vh)− b(vh, rh)

)
− (en−1

− ,vn−1
+ ) = 0,∫ tn

tn−1

b(uh, qh) = 0.
(4.4)

for all (vh, qh) ∈ Pk[tn−1, tn;Unh ]× Pk[tn−1, tn;Qnh].
12



Write e = (u− Plocn u) + (Plocn u− uh) ≡ ep + eh and note that eh ∈ Pk[tn−1, tn;Znh ]. Rearranging
the orthogonality relation (4.4), and using properties of Plocn , shows

(enh−,v
n
−)−

∫ tn

tn−1

(
〈eh,vht〉+ a(eh,vh)

)
− (en−1

h− ,vn−1
+ ) = ((I − Pn−1)u(tn−1),vn−1

+ )

+
∫ tn

tn−1

(
(ep,vht)− a(ep,vh) + b(vh, rh)

)
, (4.5)

provided vn− ∈ Znh . Setting vh = eh then shows

(1/2)‖enh−‖2 + νC

∫ tn

tn−1

‖eh‖2H1(Ω) + (1/2)‖[en−1
h ]‖2L2(Ω) ≤ (1/2)‖en−1

h− ‖
2
L2(Ω)

+ ((I − Pn−1)u(tn−1), en−1
h+ )−

∫ tn

tn−1

a(ep, eh). (4.6)

Here we used the fact that eh(t) ∈ Znh so that b(eh, rh) = 0, and eht ∈ Pk−1[tn−1, tn, Znh ] so∫ tn
tn−1(ep, eht) =

∫ tn
tn−1((I − Plocn )u, eht) = 0. The last term on the second line is bounded using

the Cauchy-Schwarz inequality, and the first term is bounded in two different ways. Since en−1
h− ∈

Un−1
h an estimate independent of ν is computed as

((I − Pn−1)u(tn−1), en−1
h+ ) = ((I − Pn−1)u(tn−1), en−1

h+ − en−1
h− )

≤ ‖(I − Pn−1)u(tn−1)‖2L2(Ω) + (1/4)‖[en−1
h ]‖2L2(Ω),

Since en−1
h+ ∈ Unh , an alternative estimate is obtained upon writing

((I − Pn−1)u(tn−1), en−1
h+ ) = (Pn(I − Pn−1)u(tn−1), en−1

h+ )

≤ ‖Pn(I − Pn−1)u(tn−1)‖H−1(Ω)‖en−1
h+ ‖H1(Ω)

To estimate ‖en−1
h+ ‖H1(Ω) we use the following trace estimate for functions in Pk[tn−1, tn, Unh ],

‖en−1
h+ ‖

2
H1(Ω) ≤ (Ck/∆tn)

∫ tn

tn−1

‖eh‖2H1(Ω).

The finite dimensionality of Pk(tn−1, tn), and a scaling argument, shows that the constant Ck
depends only upon k. Therefore,

((I − Pn−1)u(tn−1), en−1
h+ ) ≤ (Ck/∆tnν)‖Pn(I − Pn−1)u(tn−1)‖2H−1(Ω) + (ν/4)

∫ tn

tn−1

‖eh‖2H1(Ω).

Substituting these estimates into equation (4.6) and summing completes the proof.

The previous theorem bounds the L2(Ω) norm of the error at the partition points. A bootstrap
argument is used next to obtain bounds at arbitrary times t ∈ (0, T ).

Theorem 4.7. Let u ∈ H1[0, T ;H−1(Ω)] ∩ L2[0, T ;H1
0 (Ω)] and uh = Phu. Then the error

eh = Ploch u− uh satisfies

‖eh(t)‖2L2(Ω) + ν

∫ tn

0
‖eh‖2H1(Ω) +

n−1∑
i=0

‖[eih]‖L2(Ω) ≤ C
(∫ tn

0
ν‖(I − Ploch )u‖2H1(Ω)

+
n−1∑
i=0

min
(
1/(∆ti+1ν)

∥∥Pi+1(I − Pi)u(ti)
∥∥2

H−1(Ω)
,
∥∥(I − Pi)u(ti)

∥∥2

L2(Ω)

))
,
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where C is a constant depending only on k and the domain Ω. Here [eih] = eih+−eih− is the jump
in eh at ti, ∆ti ≡ ti − ti−1, and Pi : L2(Ω)→ Zih is the orthogonal projection onto the discretely
divergence free space.

Proof. Given Theorem 4.6 it suffices to bound ‖eh(t)‖L2(Ω) for t ∈ (tn−1, tn]. Adopting the
notation in the previous proof, we begin with equality (4.5)

(enh−,v
n
−)−

∫ tn

tn−1

(
〈eh,vht〉+ a(eh,vh)

)
− (en−1

h− ,vn−1
+ ) = ((I − Pn−1)u(tn−1),vn−1

+ )

+
∫ tn

tn−1

(
(ep,vht)− a(ep,vh) + b(vh, rh)

)
,

and integrate parts in time to get∫ tn

tn−1

(
〈eht,vh〉+ a(eh,vh)

)
+ (en−1

h+ − en−1
h− ,vn−1

+ ) = ((I − Pn−1)u(tn−1),vn−1
+ )

+
∫ tn

tn−1

(
(ep,vht)− a(ep,vh) + b(vh, rh)

)
.

Letting vh = ẽ ∈ Pk[tn−1, tn;Znh ] be the discrete approximation of χ[tn−1,t)eh characterized by
equation (3.1) gives∫ t

tn−1

(eht, ẽ) + (en−1
h+ − en−1

h− , en−1
h+ ) = ((I − Pn−1)u(tn−1), en−1

h+ )−
∫ tn

tn−1

(
a(ep, ẽ) + a(eh, ẽ)

)
.

As in the previous proof, ẽ(t) ∈ Znh so that b(ẽ, rh) = 0, and ẽt ∈ Pk−1[tn−1, tn, Znh ] so∫ tn
tn−1(ep, ẽt) =

∫ tn
tn−1((I − Plocn )u, ẽt) = 0. Since eht ∈ Pk−1[tn−1, tn, Znh ] the defining property

of ẽ allows the first term to be integrated exactly,

(1/2)‖eh(t)‖2L2(Ω) + (1/2)‖[en−1
h ]‖2L2(Ω) − (1/2)‖en−1

h− ‖L2(Ω)

= ((I − Pn−1)u(tn−1), en−1
h+ )−

∫ tn

tn−1

(
a(ep, ẽ) + a(eh, ẽ)

)
.

Using Lemma 3.1 to bound ẽ in terms of eh we obtain

(1/2)‖eh(t)‖2L2(Ω) + (1/2)‖[en−1
h ]‖L2(Ω) − (1/2)‖en−1

h− ‖
2
L2(Ω)

≤ ((I − Pn−1)u(tn−1), en−1
h+ ) + νCk

∫ tn

tn−1

(
‖ep‖2H1(Ω) + ‖eh‖2H1(Ω)

)
.

As in the proof of Theorem 4.6 the first term on the right can be bounded by

‖(I − Pn−1)u(tn−1)‖2L2(Ω) + (1/4)‖[en−1
h ]‖2L2(Ω),

or

Ck/(∆tnν)‖Pn(I − Pn−1)u(tn−1)‖2H−1(Ω) + (ν/4)
∫ tn

tn−1

‖eh‖2H1(Ω),

with Ck depending only on k. The theorem then follows upon using Theorem 4.6 to bound
‖en−1

h− ‖L2(Ω) and ‖eh‖2L2[0,T ;H1(Ω)].
14



Combining the above with the triangle inequality provides various estimates for the projection
error u − Phu in terms of the local projection errors u − Ploch u. The following corollary bounds
the energy and L2(Ω) norms which appear in the estimates for the Navier-Stokes equation below.

Corollary 4.8. Under the hypotheses of the theorem there exists a constant C = C(k,Ω) such
that

‖u− Phu‖2L2[0,T ;H1(Ω)] ≤ C‖u− Ploch u‖2L2[0,T ;H1(Ω)]

+(C/ν)
n−1∑
i=0

min
(
1/(∆ti+1ν)

∥∥Pi+1(I − Pi)u(ti)
∥∥2

H−1(Ω)
,
∥∥(I − Pi)u(ti)

∥∥2

L2(Ω)

)
,

and

‖u− Phu‖L∞[0,T ;L2(Ω)] ≤ ‖u− Ploch u‖L∞[0,T ;L2(Ω)] + C
√
ν‖u− Ploch u‖L2[0,T ;H1(Ω)]

+C

(
n−1∑
i=0

min
(
1/(∆ti+1ν)

∥∥Pi+1(I − Pi)u(ti)
∥∥2

H−1(Ω)
,
∥∥(I − Pi)u(ti)

∥∥2

L2(Ω)

))1/2

.

4.3. Rates of Convergence. Corollary 4.8 shows that the projection error (I − Ph)u can
be bounded by local projection errors of the form (I −Ploch )u and jumps in the projections at the
discrete times {tn}. In this section we verify that the projections Phu onto classical finite element
subspaces will exhibit optimal rates of convergence when the solution u is sufficiently smooth.

Theorem 4.9. Assume the subspaces (Unh , Q
n
h) satisfy the inf-sup condition and approxima-

tion and inverse properties in Assumption 1 with constants independent of n and h, and as-
sume that the time steps are quasi-uniform in the sense that there exists 0 ≤ θ ≤ 1 such that
min1≤n≤N ∆tn ≤ θmax1≤n≤N ∆tn. If u ∈ C[0, T ;H`+1(Ω)∩V (Ω)]∩Hk+1[0, T ;H1

0 (Ω)] then there
exists a constant C > 0 independent of h, τ , and ν such that

‖u− Phu‖L2[0,T ;H1(Ω)] ≤ C
(
‖u‖L2[0,T ;H`+1(Ω)]h

` + ‖u(k+1)‖L2[0,T ;H1(Ω)]τ
k+1

+‖u‖C[0,T ;H`+1(Ω)] min
(
h2/(τν), h/

√
τν
)
h`
)
.

and

‖u− Phu‖L∞[0,T ;L2(Ω)] ≤ C
((√

ν‖u‖L2[0,T ;H`+1(Ω)] + h‖u‖L∞[0,T ;H`+1(Ω)]

)
h`

+
(√

ν‖u(k+1)‖L2[0,T ;H1(Ω)] + ‖u(k+1)‖L2[0,T ;L2(Ω)]

)
τk+1

+‖u‖C[0,T ;H`+1(Ω)] min
(
h3/2/(τ

√
ν),
√
h/τ

)
h`+1/2

)
.

where τ = max1≤n≤N ∆tn, and u(k+1) denotes the (k + 1)st time derivative of u.

Proof. Theorem 4.3 and the approximation properties of the projections Pn given in Corollary
4.5 show

‖u− Plocn u‖L2[tn−1,tn;H1(Ω)] ≤ C‖u− Pnu‖L2[tn−1,tn;H1(Ω)] + C(∆tn)k+1‖u(k+1)‖L2[tn−1,tn;H1(Ω)]

≤ C‖u‖L2[tn−1,tn;H`+1(Ω]h
` + Cτk+1‖u(k+1)‖L2[tn−1,tn;H1(Ω)],
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which shows

‖u− Ploch u‖L2[0,T ;H1(Ω)] ≤ C
(
‖u‖L2[0,T ;H`+1(Ω)]h

` + ‖u(k+1)‖L2[0,T ;H1(Ω)]τ
k+1
)
.

The estimates in Corollary 4.5 are used to estimate the jump terms.

n−1∑
i=0

min
(
1/(∆ti+1ν)

∥∥Pi+1(I − Pi)u(ti)
∥∥2

H−1(Ω)
,
∥∥(I − Pi)u(ti)

∥∥2

L2(Ω)

)
≤ C

n−1∑
i=0

min
(
(1/∆ti+1ν)h2(`+2), h2(`+1)

)
‖u(ti)‖2H`+1(Ω)

≤ C(T, θ)‖u‖2C[0,T ;H`+1(Ω)] min
(
h4/(τ2ν), h2/τ

)
h2`.

Combining these two estimates with the bound in Corollary 4.8 establishes the bound in L2[0, T ;H1(Ω)].

The first estimate of Theorem 4.3 shows

‖u− Plocn u‖L∞[tn−1,tn;L2(Ω)] ≤ ‖u− Pnu‖L∞[tn−1,tn;L2(Ω)] + Ck(∆ti)k+1‖u(k+1)‖L∞[tn−1,tn;L2(Ω)]

≤ C‖u‖L∞[tn−1,tn;H`+1(Ω]h
`+1 + Cτk+1‖u(k+1)‖L∞[tn−1,tn;L2(Ω)].

Combining this with the above establishes the second statement of the theorem.

4.4. Stability in L∞[0, T ;H1(Ω)]. For the nonlinear problem, we will need a bound on
‖Phu‖L∞[0,T ;H1(Ω)] when ut−ν∆u ∈ L2[0, T ;L2(Ω)]. That is, discontinuous Galerkin approxima-
tions of Stokes problem are bounded in L∞[0, T ;H1(Ω)] when f ∈ L2[0, T ;W (Ω)] and u0 ∈ V (Ω).
The following proof uses the exponential interpolant of Definition 3.3.

Theorem 4.10. Let uh be a solution of the discontinuous Galerkin scheme (4.3) with data
f ≡ ut − ν∆u ∈ L2[0, T ;W (Ω)] and u0 ∈ V (Ω). Then,

‖uh‖L∞[0,T ;H1(Ω)] ≤ C
(
‖u0‖H1(Ω) + (1/

√
ν)‖f‖L2[0,T ;L2(Ω)]

)
where C depends only on k and the domain Ω.

Proof. We construct a discrete approximation of the ∆uh. At each time t ∈ [tn−1, tn) let ap ∈ Znh
be the discrete approximation of ∆uh satisfying

(ap,wh) = (1/ν)a(uh,wh), ∀wh ∈ Znh .

Then ap ∈ Pk[tn−1, tn;Znh ], and setting wh(.) = uht(.) ∈ Znh and wh(.) = ap(.) ∈ Znh respectively,
we obtain

(1/2)
d

dt
‖∇uh‖2L2(Ω) = (1/ν)a(uh,uht) = (ap,uht) and a(uh,ap) = ν‖ap‖2L2(Ω). (4.7)

Setting vh = ap into equation (4.3), and using the last two equalities, gives

(1/2)‖∇unh−‖2L2(Ω) + (1/2)‖[∇un−1
h ]‖2H1(Ω) + ν

∫ tn

tn−1

‖ap‖2L2(Ω)

= (1/2)‖∇un−1
h− ‖

2
L2(Ω) +

∫ tn

tn−1

(f ,ap).
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Using Cauchy-Schwarz and Young inequalities for the last term we obtain the bound,

‖∇unh−‖2L2(Ω) + ‖[∇un−1
h ]‖2L2(Ω) + (ν/2)

∫ tn

tn−1

‖ap‖2L2(Ω) (4.8)

≤ ‖∇un−1
h− ‖

2
L2(Ω) + (1/ν)

∫ tn

tn−1

‖f‖2L2(Ω).

This inequality implies the desired bound at partition points, and for the low order schemes, k = 0
and k = 1, also bounds ‖uh‖L∞[0,T ;H1(Ω)]. For higher order schemes, we obtain an additional
estimate using the discrete approximation of ape−λ(t−tn−1). Let āp ∈ Pk[tn−1, tn;Znh ], be the
discrete approximation of ape−λ(t−tn−1) constructed in Definition 3.3. Then∫ tn

tn−1

(uht, āp) =
∫ tn

tn−1

(uht,ap)e−λ(t−tn−1) = (1/2)
∫ tn

tn−1

e−λ(t−tn−1) d

dt
‖∇uh‖2L2(Ω),

where at the last equality used (4.7). Integrating equation (4.3) by parts, setting vh = āp, using
the definition of ap, and Lemma 3.6, gives

(1/2)‖∇unh−‖2L2(Ω)e
−λ(tn−tn−1) + (1/2)‖[∇un−1

h ]‖2L2(Ω) +
∫ tn

tn−1

(λ/2)e−λ(t−tn−1)‖∇uh‖2L2(Ω)

≤ (1/2)‖∇un−1
h− ‖

2
L2(Ω) +

∫ tn

tn−1

∣∣(f , āp)∣∣+
∣∣a(uh, āp)

∣∣
≤ (1/2)‖∇un−1

h− ‖
2
L2(Ω) +

∫ tn

tn−1

(1/4ν)‖f‖2L2(Ω) + ν‖ap‖2L2(Ω) + ν(ap, āp)

≤ (1/2)‖∇un−1
h− ‖

2
L2(Ω) +

∫ tn

tn−1

(1/4ν)‖f‖2L2(Ω) + (1 + Ck)ν‖ap‖2L2(Ω).

Using equation (4.8) to bound the terms on the right, it follows that∫ tn

tn−1

λe−λ(t−tn−1)‖∇uh‖2L2(Ω) ≤ C
(
‖u0

h‖2H1(Ω) + (1/ν)
∫ tn

0
‖f‖2L2(Ω)

)
,

where C depends on domain and k (but not on λ). Selecting λ = 1/(tn − tn−1) shows∫ tn

tn−1

e−1/(tn − tn−1)‖∇uh‖2L2(Ω) ≤ C
(
‖u0

h‖2H1(Ω) + (1/ν)
∫ tn

0
‖f‖2L2(Ω)

)
.

Since ∇uh ∈ Pk[tn−1, tn;L2(Ω)], Lemma 3.5 (with weight w(t) ≡ 1 and p =∞) states

‖∇uh‖2L∞[tn−1,tn;L2(Ω)] ≤ (Ck/(tn − tn−1))‖∇uh‖2L2[tn−1,tn;L2(Ω)],

and the theorem follows.

4.5. Estimates for the Stokes Problem. In this section we sketch how the arguments
used in this section also provide error estimates for DG approximations of the Stokes problem.
These results are of independent interest and are not used below.
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The orthogonality condition for (4.3) takes the form.
(en−,v

n
−) +

∫ tn

tn−1

(
− 〈e,vht〉+ a(e,vh) + b(vh, p− ph)

)
− (en−1

− ,vn−1
+ ) = 0,∫ tn

tn−1

b(e, qh) = 0.

for all (vh, qh) ∈ Pk[tn−1, tn;Unh ] × Pk[tn−1, tn;Qnh]. Here, e = u − uh, (uh, ph) is the solution
of (4.3), and (u, p) ∈ L2[0, T ;V (Ω)] ∩ H1[0, T ;H−1(Ω)] × L2[0, T ;L2

0(Ω)] is the solution of the
parabolic Stokes’ problem.

Estimates for e were obtained by selecting vh ∈ Pk[tn−1, tn;Znh ] which eliminates the discrete
pressure;

∫ tn
tn−1 b(vh, p − ph) =

∫ tn
tn−1 b(vh, p − qh), for all qh ∈ L2[tn−1, tn;Qnh]. In this situation

the proof of Theorem 4.7 shows that the error eh = Ploch u− uh satisfies

‖eh(t)‖2L2(Ω) + ν

∫ tn

0
‖eh‖2H1(Ω) +

n−1∑
i=0

‖[eih]‖L2(Ω) ≤ C
(
‖e0

h‖2L2(Ω) +
∫ tn

0
ν‖(I − Ploch )u‖2H1(Ω)

+(1/ν)
∫ tn

0
‖p− qh‖2L2(Ω) +

n−1∑
i=0

min
(
1/(∆ti+1ν)

∥∥Pi+1(I − Pi)u(ti)
∥∥2

H−1(Ω)
,
∥∥(I − Pi)u(ti)

∥∥2

L2(Ω)

))
,

where C is a constant depending only on k and the domain Ω, and qh is arbitrary.

Rates of convergence then follow as in Theorem 4.9

‖u− Phu‖L2[0,T ;H1(Ω)] ≤ C
(
‖u‖L2[0,T ;H`+1(Ω)]h

` + ‖u(k+1)‖L2[0,T ;H1(Ω)]τ
k+1 + (1/

√
ν)‖u(0)‖H`(Ω)h

`

+(1/ν)‖p‖L2[0,T ;H`(Ω)]h
` + ‖u‖C[0,T ;H`+1(Ω)] min

(
h2/(τν), h/

√
τν
)
h`
)
.

and

‖u− Phu‖L∞[0,T ;L2(Ω)] ≤ C
((√

ν‖u‖L2[0,T ;H`+1(Ω)] + h‖u‖L∞[0,T ;H`+1(Ω)]

)
h`

+
(√

ν‖u(k+1)‖L2[0,T ;H1(Ω)] + ‖u(k+1)‖L∞[0,T ;L2(Ω)]

)
τk+1 + ‖u(0)‖H`(Ω)h

`

+‖u‖C[0,T ;H`+1(Ω)] min
(
h3/2/(τ

√
ν),
√
h/τ

)
h`+1/2 + (1/

√
ν)‖p‖L2[0,T ;H`(Ω)]h

`
)
.

where τ = max1≤n≤N ∆tn.

5. Analysis of the DG Scheme for the Navier-Stokes Equations.

5.1. Stability. The natural energy estimate for the discontinuous Galerkin scheme (2.4) is
obtained by setting vh = uh and using the skew symmetry of the trilinear form, c(uh,uh,uh) = 0,
to get

(1/2)‖un−‖2L2(Ω)+(1/2)‖[un−1]‖2L2(Ω)+ν
∫ tn

tn−1

‖uh‖2H1(Ω) ≤ (1/2)‖un−1
− ‖2L2(Ω)+

∫ tn

tn−1

〈f ,uh〉. (5.1)

In general it is necessary to bound the last term on the right by

〈f ,uh〉 ≤ ‖f‖H−1(Ω)‖uh‖H1(Ω) ≤ (1/2ν)‖f‖2H−1(Ω) + (ν/2)‖uh‖2H1(Ω),
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which gives rise to a factor of 1/ν on the right hand side.

The implicit Euler scheme (k = 0) has uh is piecewise constant in time, so uh = un− on (tn−1, tn)
and the Cauchy Schwarz inequality can be used to bound the right hand side of equation (5.1).
In this situation

(1−∆tn)‖un−‖2L2(Ω) + ‖[un−1]‖2L2(Ω) + 2ν
∫ tn

tn−1

‖uh‖2H1(Ω) ≤ ‖u
n−1
− ‖2L2(Ω) +

∫ tn

tn−1

‖f‖2L2(Ω),

which gives bounds independent of ν. Similarly, if uh is piecewise linear an explicit computation
shows ∫ tn

tn−1

‖uh‖2L2(Ω) ≤ Ĉ∆tn
(
‖un−‖2L2(Ω) + ‖un−1

− ‖2L2(Ω) + ‖[un−1]‖2L2(Ω)

)
,

where Ĉ = (6 +
√

6)/4. It follows that

(1−Ĉ∆tn)‖un−‖2L2(Ω)+c‖[u
n−1]‖2L2(Ω)+2ν

∫ tn

tn−1

‖uh‖2H1(Ω) ≤ (1+Ĉ∆tn)‖un−1
− ‖2L2(Ω)+

∫ tn

tn−1

‖f‖2L2(Ω),

and if Ĉ∆tn < 1 the discrete Gronwall inequality is applicable. These observations are summa-
rized in the following lemma.

Lemma 5.1. Let (uh, ph) be an approximate solution of the Navier-Stokes equations computed
using the discontinuous Galerkin scheme (2.4) with f ∈ L2[0, T ;H−1(Ω)] and u0 ∈ L2(Ω). Then,

‖un−‖2L2(Ω) + ν

∫ tn

0
‖uh‖2H1(Ω) ≤ ‖u

0
−‖2L2(Ω) + (C/ν)

∫ tn

0
‖f‖2H−1(Ω)

where, C depends only on the domain Ω. Moreover, when f ∈ L2[0, T ;L2(Ω)], the low order DG
schemes, k = 0 and k = 1 also satisfy

‖un−‖2L2(Ω) + ν

∫ tn

0
‖uh‖2H1(Ω) ≤ Ce

Ĉtn
(
‖u0
−‖2L2(Ω) +

∫ tn

0
‖f‖2L2(Ω)

)
,

provided the maximal time step τ = max1≤n≤N ∆tn is smaller than some absolute constant Ĉ.

5.2. Error estimates for the Navier-Stokes. Since solutions (u, p) of the Navier Stokes
equations satisfy the Discontinuous Galerkin formulation (2.4) the error e = u− uh satisfies the
orthogonality relation,

(en−,v
n
−) +

∫ tn

tn−1

(
− (e,vht) + a(e,vh) + b(vh, p− ph)

)
− (en−1

− ,vn−1
+ )

= −
∫ tn

tn−1

(
c(u,u,vh)− c(uh,uh,vh)

)
∀vh ∈ Pk[tn−1, tn;Unh ],∫ tn

tn−1

b(e, qh) = 0, ∀ qh ∈ Pk[tn−1, tn;Qnh].

(5.2)

Our main theorem, stated next, is valid for both two and three dimensional domains and schemes
of arbitrary order in space and time.

Theorem 5.2. Let d = 2 or 3 and let (u, p) be a solution of the Navier Stokes equations
with u ∈ L∞[0, T ;H1(Ω)]. Let (uh, ph) be an approximate solution of (u, p) computed using the
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discontinuous Galerkin scheme (2.4), and write the error in the velocity as e = ep + eh, with
ep = u− Phu and eh = Phu− uh, where Phu is the projection defined in Definition 4.2.

Then there exists a constant C = C(k, T,Ω) such that

‖enh−‖2L2(Ω) +
n−1∑
i=0

‖[eih]‖2L2(Ω) + ν

∫ tn

0
‖eh‖2H1(Ω) ≤ (C/ν) exp (CT )

{
‖e0

h−‖2

+
∫ tn

0

((
‖u‖2L∞[0,T ;H1(Ω)] + ‖Phu‖2L∞[0,T ;H1(Ω)]

)
‖ep‖2H1(Ω) + ‖p− qh‖2L2(Ω)

)}
,

for any qh ∈ {L2[0, T ;L2(Ω)] | qh|(tn−1,tn) ∈ L2[tn−1, tn;Qnh]} provided the maximum time step
size τ = max1≤n≤N (tn − tn−1) is sufficiently small. In particular, for the low order schemes,
k = 0 and k = 1, we require C‖Phu‖4L∞[0,T ;H1(Ω)]τ/ν

3 < 1, and additionally

C
(
1/ν + ‖Phu‖L∞[0,T ;H1(Ω)]

√
τ
)
‖Phu‖4L∞[0,T ;H1(Ω)]

√
τ/ν4 < 1

for the higher order schemes, k ≥ 2.

Recall that if ut − ∆u ∈ L2[0, T ;L2(Ω)] then u ∈ L∞[0, T ;H1(Ω)] and Theorem 4.10 shows
that this is sufficient to guarantee that Phu ∈ L∞[0, T ;H1(Ω)] too. Also, note that the DG
approximation scheme is stable for any time step size τ > 0, and that the restriction on τ and
L∞[0, T ;H1(Ω)] bounds assumed in the theorem are only necessary in order to quantify the error.

Proof. 1) Orthogonality: Introducing the splitting e = ep + eh into the orthogonality relation
(5.2) gives ∫ tn

tn−1

(
(eht,vh) + a(eh,vh)

)
+ (en−1

h+ − en−1
h− ,vn−1

h+ )

= −
∫ tn

tn−1

(
c(u,u,vh)− c(uh,uh,vh)− b(vh, p− ph)

)
−
∫ tn

tn−1

(
(ept,vh) + a(ep,vh)

)
− (en−1

p+ − en−1
p− ,vn−1

h+ ).

for all vh ∈ Pk[tn−1, tn;Qnh]. By construction ep satisfies the orthogonality condition (4.4), which,
after integration by parts in time, states∫ tn

tn−1

(
(ept,vh) + a(ep,vh) + b(vh, rh)

)
+ (en−1

p+ − en−1
p− ,vn−1

h+ ) = 0.

Combining the last two equations, we obtain∫ tn

tn−1

(
(eht,vh) + a(eh,vh)

)
+ (en−1

h+ − en−1
h− ,vn−1

h+ )

=
∫ tn

tn−1

(
c(u,u,vh)− c(uh,uh,vh)− b(vh, p− ph − rh)

)
. (5.3)

We will always select vh ∈ Pk[tn−1, tn;Znh ] so that the pressure term becomes∫ tn

tn−1

b(vh, p− ph − rh) =
∫ tn

tn−1

b(vh, p) =
∫ tn

tn−1

b(vh, p− qh).
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In this equality we may choose qh ∈ L2[tn−1, tn;Qnh], i.e., qh it does not need to have polynomial
time dependence. Letting up = Phu, algebraic manipulation using trilinearity of c(., ., .) shows

c(u,u,vh)− c(uh,uh,vh) = c(ep,u,vh) + c(up, ep,vh) + c(eh,up,vh) + c(uh, eh,vh). (5.4)

It remains to bound each term on the right when vh = eh.

2) Bound the Nonlinear Terms: The skew symmetry properties and bounds of Lemma 2.2
show that c(uh, eh, eh) = 0 and∫ tn

tn−1

∣∣∣c(ep,u, eh)
∣∣∣ ≤ C ∫ tn

tn−1

‖ep‖H1(Ω)‖u‖H1(Ω)‖eh‖H1(Ω)

≤ (C/ε)‖u‖2L∞[0,T ;H1(Ω)]

∫ tn

tn−1

‖ep‖2H1(Ω) + ε

∫ tn

tn−1

‖eh‖2H1(Ω)∫ tn

tn−1

∣∣∣c(up, ep, eh)
∣∣∣ ≤ C ∫ tn

tn−1

‖up‖H1(Ω)‖ep‖H1(Ω)‖eh‖H1(Ω)

≤ (C/ε)‖up‖2L∞[0,T ;H1(Ω)]

∫ tn

tn−1

‖ep‖2H1(Ω) + ε

∫ tn

tn−1

‖eh‖2H1(Ω)∫ tn

tn−1

∣∣∣c(eh,up, eh)
∣∣∣ ≤ C ∫ tn

tn−1

‖eh‖
1/2
L2(Ω)

‖eh‖
1/2
H1(Ω)

‖up‖H1(Ω)‖eh‖H1(Ω)

≤ (C/ε3)‖up‖4L∞[0,T ;H1(Ω)]

∫ tn

tn−1

‖eh‖2L2(Ω) + ε

∫ tn

tn−1

‖eh‖2H1(Ω).

where C denotes a constant that depends only on Ω. Setting vh = eh in equation (5.3) and
collecting the above bounds with ε = O(ν) we obtain

‖enh−‖2L2(Ω) + ‖[en−1
h ]‖2L2(Ω) +

∫ tn

tn−1

(ν/2)‖eh‖2H1(Ω) ≤ ‖e
n−1
h− ‖

2
L2(Ω) (5.5)

+(C4
1/ν

3)
∫ tn

tn−1

‖eh‖2L2(Ω) + (C/ν)
∫ tn

tn−1

(
C2

2‖ep‖2H1(Ω) + ‖p− qh‖2L2(Ω)

)
,

where C = C(Ω) is independent of ν and C1 and C2 take the form

C1 = C‖up‖L∞[0,T ;H1(Ω)], (5.6)
C2 = C(‖u‖L∞[0,T ;H1(Ω)] + ‖up‖L∞[0,T ;H1(Ω)])

For the low order schemes, k = 0 and k = 1, ‖eh‖L2(Ω) is bounded by en−, en−1
− and [en−1] as in

the discussion preceding Lemma 5.1. An application of Gronwall’s inequality then completes the
proof. For the higher order schemes it is necessary to bound

∫ tn
tn−1 ‖eh‖2L2(Ω).

3) Bounding ‖eh‖L2(Ω): Fix zh ∈ Znh and t ∈ (tn−1, tn) and select vh(s) = φ(s)zh where vh ∈ Znh
and φ ∈ Pk(tn−1, tn) satisfies

φ(tn−1) = 1,
∫ tn

tn−1

φψ =
∫ t

tn−1

ψ, ψ ∈ Pk−1(tn−1, tn).

(That is, vh is the discrete approximation of χ[tn−1,t)zh constructed in Section 3.1). Recall that
Lemma 3.2 shows that ‖φ‖L∞(tn−1,tn) ≤ Ck where Ck is a constant independent of t. Since
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eht ∈ Pk−1[tn−1, tn;Znh ] it follows that∫ tn

tn−1

(eht,vh) =
∫ t

tn−1

(eht, zh) = (eh(t)− en−1
h+ , zh).

With this choice of vh equation (5.3) becomes

(eh(t)− en−1
h− , zh) =

∫ tn

tn−1

(
− a(eh, zh) + c(uh,uh, zh)− c(u,u, zh)− b(zh, p− qh)

)
φ.

Splitting the trilinear terms as in equation (5.4) we obtain

(eh(t)− en−1
h− , zh) ≤ C

∫ tn

tn−1

(
ν‖eh‖H1(Ω) + ‖ep‖H1(Ω)‖u‖H1(Ω) + ‖up‖H1(Ω)‖ep‖H1(Ω)

+‖eh‖H1(Ω)‖up‖H1(Ω) + ‖uh‖H1(Ω)‖eh‖H1(Ω) + ‖p− qh‖L2(Ω)

)
‖zh‖H1(Ω)

≤ C
((
ν + ‖up‖L∞[tn−1,tn;H1(Ω)]

)
τ1/2‖eh‖L2[tn−1,tn;H1(Ω)]

+
(
‖u‖L∞[tn−1,tn;H1(Ω)] + ‖up‖L∞[tn−1,tn;H1(Ω)]

)
τ1/2‖ep‖L2[tn−1,tn;H1(Ω)]

+‖uh‖L2[0,T ;H1(Ω)]‖eh‖L2[tn−1,tn;H1(Ω)] + τ1/2‖p− qh‖L2[tn−1,tn;L2(Ω)]

)
‖zh‖H1(Ω)

≤ C
(

(ν + C1)
√
τ‖eh‖L2[tn−1,tn;H1(Ω)] + C2

√
τ‖ep‖L2[tn−1,tn;H1(Ω)]

+(1/ν)‖eh‖L2[tn−1,tn;H1(Ω)] + τ1/2‖p− qh‖L2[tn−1,tn;L2(Ω)]

)
‖zh‖H1(Ω).

where the constant C = (Ω) is independent of ν and C1, C2 depend upon u as in equation (5.6).
Now note that ν + C1 ∼ C1, select zh = eh(t) and integrate with respect to t to get,∫ tn

tn−1

(eh(t)− en−1
h− , eh(t)) ≤ C

(
C1

√
τ‖eh‖L2[tn−1,tn;H1(Ω)] + C2

√
τ‖ep‖L2[tn−1,tn;H1(Ω)]

+(1/ν)‖eh‖L2[tn−1,tn;H1(Ω)] + τ1/2‖p− qh‖L2[tn−1,tn;L2(Ω)]

)∫ tn

tn−1

‖eh‖H1(Ω)

Therefore, with ∆tn = tn − tn−1 we have∫ tn

tn−1

‖eh‖2L2(Ω)≤ ∆tn‖en−1
h ‖2L2(Ω) (5.7)

+C
√
τ

∫ tn

tn−1

(
(1/ν + C1

√
τ)‖eh‖2H1(Ω) + (C2

√
τ)‖ep‖2H1(Ω)

)
+
√
τ‖p− qh‖2L2(Ω)

)
.

4) Combining the Estimates: Using inequality (5.7) to bound the integral of ‖eh‖2L2(Ω) on
the right hand side of equation (5.5) we obtain

‖enh−‖2L2(Ω) + ‖[en−1
h ‖2L2(Ω) +

∫ tn

tn−1

(
ν/2− (1/ν + C1

√
τ)C4

1

√
τ/ν3

)
‖eh‖2H1(Ω)

≤ (1 + C4
1∆tn/ν3)‖en−1

h− ‖
2
L2(Ω) + C

∫ tn

tn−1

(C2/ν + C4
1τ/ν

3)C2‖ep‖2H1(Ω) + (1/ν + C4
1τ/ν

3)‖p− qh‖2L2(Ω).
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Under the assumptions on the maximal time step τ , application of the discrete Gronwall Lemma
completes the proof.

The technical development in Step 3 of our proof was necessary since the discrete energy estimate
does not naturally bound the L2(Ω) norm of the solution at times between the partition points.
In Appendix A it is shown that in two dimensions that it is possible to bound the discrete solution
uh in L∞[0, T ;L2(Ω)].

Theorem 4.9 can now be used to establish rates of convergence for smooth solutions.

Theorem 5.3. Let Ω ⊂ Rd with d = 2 or 3 and for h > 0 let {tnh}
Nh
n=0 be a partition of [0, T ]

and let {(Unh , Qnh)}Nh
n=0 be finite element subspaces of H1

0 (Ω)d × L2
0(Ω). Assume that the time

partition is quasi uniform in the sense that there exists 0 ≤ θ ≤ 1 such that min1≤n≤N ∆tnh ≤
θmax1≤n≤N ∆tnh, and that the finite element subspaces satisfy the approximation, inf-sup, and
inverse hypotheses in Assumption 1.

Let {(uh, ph)}h>0 be approximate solutions of the Navier Stokes equations computed using the
discontinuous Galerkin scheme (2.4) and let the solution (u, p) of the Navier Stokes equations
satisfy

u ∈ C[0, T ;H`+1(Ω)] ∩Hk+1[0, T ;L2(Ω)], and p ∈ L2[0, T ;H`(Ω)],

where ` ≥ 1 and k ≥ 0 are the polynomial degrees of the space and time dependence of (uh, ph).

If the initial data u0
− satisfies ‖u0

− − P0u(0)‖L2(Ω) ≤ Ch`‖u(0)‖H`(Ω), there exists constant C =
C(k, T,Ω) > 0 independent of 0 < ν ≤ 1 such that the error e = u− uh satisfies

‖en−‖L2(Ω) +
√
ν‖e‖L2[0,T ;H1(Ω)] ≤ C

(
exp(CT/ν3)

)1/2{1/
√
ν‖u0

−‖H`(Ω)h
`

+ (C2/
√
ν)
(
‖u‖L2[0,T ;H`+1(Ω)]h

` + ‖u(k+1)‖L2[0,T ;H1(Ω)]τ
k+1

+ ‖u‖C[0,T ;H`+1(Ω)] min{h
2

τν
,
h√
τν
}h`
)

+ (1/
√
ν)‖p‖L2[0,T ;H`(Ω)]h

`
}
,

provided the maximum time step size τ = max1≤n≤Nh
(tnh−t

n−1
h ) is sufficiently small. In particular,

for the low order schemes, k = 0 and k = 1, we require C‖up‖4L∞[0,T ;H1(Ω)]τ/ν
3 < 1, and

additionally
C
(
1/ν + ‖up‖L∞[0,T ;H1(Ω)]

√
τ
)
‖up‖4L∞[0,T ;H1(Ω)]

√
τ/ν4 < 1

for the higher order schemes, k ≥ 2. Here C2 = C(‖u‖L∞[0,T ;H1(Ω)] + ‖up‖L∞[0,T ;H1(Ω)]), u(k+1)

denotes the (k + 1)st time derivative of u, and up ≡ Phu is the projection defined in Definition
4.2.

5.3. Comments on Regularity. While the DG scheme for the Navier Stokes equations
will converge under minimal regularity guaranteed by the energy estimate (see e.g. [37]), in or-
der to obtain rates of convergence we assume restrictions on the time step which depend upon
ν, ‖u‖L∞[0,T ;H1(Ω)] and ‖Phu‖L∞[0,T ;H1(Ω)]. Using Theorem 4.10, the later two norms can be
bounded by C

(
‖u0‖H1(Ω) + (1/

√
ν)‖ut − ν∆u‖L2[0,T ;L2(Ω)]

)
. Here we briefly recall bounds for

this term provided by the existence theory for solutions of the Navier Stokes equations. Com-
prehensive surveys of various regularity results for the Navier-Stokes equations can be found in
[12, 31, 32].
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For the two dimensional case, the regularity theorems in [12, 31] show that if f ∈ L2[0, T ;W (Ω)]
and u0 ∈ V (Ω) then the unique solution (u, p) of equations (2.1) satisfies

(u, p) ∈ L2[0, T ;H2(Ω) ∩ V (Ω)] ∩H1[0, T ;W (Ω)]× L2[0, T ;H1(Ω) ∩ L2
0(Ω)].

The time-step restriction in Theorem 5.2 depends upon ‖u‖L∞[0,T ;H1(Ω)] which may be arbitrarily
large for arbitrary data f , u0, T > 0 and ν. In this situation our theorem only guarantees that
asymptotic rates will be observed for very small time steps.

In the three dimensional case, the situation is delicate. There are two distinct cases:

Small data and large times. The fundamental existence Theorem in [12, Theorem 9.3, pp
80] states that for small initial data and forcing term there exists a strong solution for any time
interval [0, T ]. The next theorem summarizes relevant bounds upon the solution available from
the results in [12].

Theorem 5.4. Let Ω be an open bounded set in R3 of class C2. There exists a positive constant
C depending only upon Ω, such that for u ∈ V (Ω), and f ∈ L2[0, T ;W (Ω)] satisfying

‖u0‖2H1(Ω) + (1/ν)‖f‖2L2[0,T ;L2(Ω)] ≤ Cν
2, (5.8)

there exists a strong solution u of Navier-Stokes equations belonging to L∞[0, T ;V (Ω)] ∩L2[0, T ;H2(Ω)∩
V (Ω)] and satisfying

‖u‖2L∞[0,T ;H1(Ω)] + ν‖u‖2L2[0,T ;H2(Ω)] ≤ Cν
2.

In addition, ‖ut‖2L2[0,T ;L2(Ω)] ≤ Cν
3 +O(ν4).

Under the assumption of this theorem, Theorem 4.10 shows

‖up‖L∞[0,T ;H1(Ω)] ≤ C
(
‖u0‖H1(Ω) + (1/

√
ν)‖ut − ν∆u‖L2[0,T ;L2(Ω)]

)
≤ Cν

(assuming ν < 1). Theorem 5.2 then shows that asymptotic rates of convergence for these
solutions will be observed when Cτ < 1/ν for low order schemes (k = 0 and k = 1) and

C(k)(1/ν + ν
√
τ)
√
τ < 1, which implies, τ ≤ C(k)ν2.

for the higher order schemes schemes.

Large data and small times. We consider the case where ν < ‖u0‖H1(Ω) with ν small. The
following existence and regularity theorem from [12, Theorem 9.4] shows that there exists a strong
(hence unique) solution for a short time.

Theorem 5.5. Let Ω be an open bounded set in R3 of class C2. There exists a positive constant
C, depending upon Ω such that for u ∈ V (Ω), and f ∈ L2[0, T0;W (Ω)] satisfying

1
ν3
‖f‖2L2[0,T0;L2(Ω)] + νT0 ≤

C(
1 +

‖u0‖2
H1(Ω)

ν2

)2 , (5.9)

there exists a solution u ∈ L∞[0, T0;V (Ω)] ∩ L2[0, T0;H2(Ω) ∩ V (Ω)], such that

‖u‖2L∞[0,T0;H1(Ω)] + (ν/2)‖u‖2L2[0,T0;H2(Ω)] ≤ C‖u0‖2H1(Ω).
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In addition,
‖ut‖2L2[0,T ;L2(Ω)] ≤ C

(
ν‖u0‖2H1(Ω) + ν3‖u0‖2H1(Ω)

)
.

Under the assumption of this theorem, Theorem 4.10 shows

‖up‖L∞[0,T0;H1(Ω)] ≤ C(k)
(
‖u0‖H1(Ω) + (1/

√
ν)‖ut‖L2[0,T0;L2(Ω) +

√
ν‖u‖L2[0,T0;H2(Ω)]

)
≤ C(k)

(
‖u0‖H1(Ω) +

√
ν‖u0‖H1(Ω)

)
≈ C(k)‖u0‖H1(Ω),

for small ν < 1 and arbitrary u0 with f , T0, ν satisfying condition (5.9). Theorem 5.2 then shows
that asymptotic rates of convergence for these solutions will be observed for low order schemes
(k = 0 and k = 1) when τ ≤ Cν3, for low order schemes, where the constant C also depends on
the size of ‖u0‖H1(Ω). Since T0 ∼ O(ν3) it follows that τ/T0 ∼ O(1). For higher order schemes
the time-step restriction of Theorem 5.2 takes the form:

C(k)(1/ν + ‖u0‖H1(Ω)

√
τ)‖u0‖4H1(Ω)

√
τ/ν4 < 1.

Remark 1. Inspection of the proof of Theorem 5.2, reveals that the term (1/ν) in the first term
on the left came from the term ‖f‖L2[0,T ;H−1(Ω)]/ν used to bound ‖uh‖L2[0,T0;H1(Ω)] in Section 5.1.
In the current context this term is small, so the time step restriction for the higher order schemes
becomes

C(k)(1 +
√
τ)‖u0‖5H1(Ω)

√
τ/ν4 < 1, so τ/T0 ≤ Cν5.

6. Numerical Illustration. We present some numerical examples which illustrate the con-
clusions of Theorem 5.3. Exact solutions of the Navier Stokes equations used for benchmarking
may be found in [16, 34, 35]. These solutions are qualitatively similar, and the following solution
of the homogeneous problem due to Shapiro [29] was selected to benchmark the DG scheme.
Writing u = (u, v, w),

u = − 1
k2 + `2

(
λ` cos(kx)sin(`y) sin(mz) +mk sin(kx) cos(`y) cos(mz)

)
exp(−νλ2t/2)

v =
1

k2 + `2
(
λk sin(kx) cos(`y) sin(mz)−m` cos(kx) sin(`y) cos(mz)

)
exp(−νλ2t/2)

w = cos(kx) cos(`y) sin(mz) exp(−νλ2t/2)
p = −(u2 + v2 + w2)/2,

where λ2 = k2 + `2 +m2 and k, `, m are specified. Taylor’s two dimensional solution is obtained
upon letting `→ 0 (Taylor vortices). Writing u = (u,w) and x = (x, z),

u = (−m/k) sin(kx)cos(mz) exp(−νλ2t/2)
v = (λ/k) sin(kx) sin(mz) exp(−νλ2t/2)
w = cos(kx) sin(mz) exp(−νλ2t/2)
p = −(u2 + v2 + w2)/2,

where λ2 = k2 +m2 and v becomes an auxiliary variable used to calculate the pressure.
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h/2 = τ ‖ep(1)‖L2(Ω) ‖eu(1)‖L2(Ω) ‖eu(1)‖H1
0 (Ω) ‖ep‖L2[0,T ;L2(Ω)] ‖eu‖L2[0,T ;L2(Ω)] ‖eu‖L2[0,T ;H1

0 (Ω)]

1/4 2.622886e-02 3.641451e-02 4.077321e-01 3.830270e-02 4.044421e-02 4.622579e-01
1/8 7.468060e-03 5.081297e-03 1.121258e-01 1.059918e-02 6.311232e-03 1.430898e-01
1/16 1.623642e-03 3.494807e-04 1.861618e-02 2.281578e-03 4.347941e-04 2.339245e-02
1/32 3.921602e-04 3.786972e-05 3.994014e-03 5.508430e-04 4.536641e-05 4.817865e-03
1/64 1.203874e-04 4.631133e-06 9.527884e-04 1.447998e-04 5.654464e-06 1.129373e-03
1/128 4.277273e-05 5.977846e-07 2.350081e-04 4.162113e-05 7.911620e-07 2.770349e-04
Norm 0.39043 0.82131 2.88478 0.54839 0.96586 3.39249
Rate 1.89188 3.2279 2.1903 1.99603 3.1955 2.1931

Fig. 6.1. Rates of convergence for the 2d solution with k = 1.

For our numerical examples we set,

Ω = [−1, 1]d, ν = 1/20, k = π, ` = 3π/2, m = π/2,

and Neumann boundary conditions on the top (y = 1 in 2d, and z = 1 in 3d), and Dirichlet data
on the remainder of the boundary. Recall that when the skew symmetric form of the nonlinear
term is used that the Neumann condition specifies

t = (−pI + νD(u))n + (1/2)(u.n)u,

on the boundary. Approximate solutions were computed using the Taylor Hood Q2/Q1 element
for the spatial approximation of the velocity/pressure on quadrilateral (2d) or hexahedral (3d)
subdivisions of [−1, 1]d, and polynomials of degree 0 ≤ k ≤ 3 were used for the temporal variation.

For a fixed mesh, our theorems state that (for smooth solutions) the L2[0, T ;H1(Ω)] norm error
of the velocity is of order O(h2 + τk+1), and this rate is observed for the 2d solution in Figures
6.1 and 6.4 where h/2 = τ with k = 1 and τ = (h/2)1/2 with k = 3 respectively, and for the 3d
solution in Figure 6.3 where h/2 = τ and k = 1. This later example illustrates that, at least for
smooth solutions, restrictions on the time steps assumed in Theorem 5.3 are not always necessary
in order to realize asymptotic rates of convergence for high order DG time stepping.

Errors are also tabulated for the L2[0, T ;L2(Ω)] norm of the pressure and velocity for which
optimal rates are O(h2 + τk+1) and O(h3 + τk+1) respectively. The numerical results indicate
that, for this example, the spatial errors dominate the temporal error since rate of convergence
for the velocity in L2[0, T ;L2(Ω)] is observed to be O(h3) when k = 1. To quantify this, one
can compute the piecewise linear interpolants of exp(−νλ2t/2) on [0, 1]. For a partition with 128
intervals the L2(Ω) error is 4.578751e-07 which is smaller than the errors in Figure 6.1.

One of the more interesting conclusions of our analysis is that changing the mesh at every time
step need not affect the rates of convergence if, for example, h/τ is bounded. More specifically,
the rate of convergence for the velocity in L2[0, T ;H1(Ω)] for the Q2/Q1 Taylor Hood element
is O

(
h2 + τk+1 + min(h2/τ, h/

√
τ)h2

)
. The last term is only present when different meshes are

used for each time step and will only dominate if h2/τ is unbounded. To construct such examples,
at each time step a random pair (θx, θy) ∈ [0, 1]2 is selected from the uniform distribution and
the quadrilateral mesh with grid points

(xi, yj) =
(
(1− θx)i/N − θx cos(π(1 + i/N)/2), (1− θy)j/N − θy cos(π(1 + j/N)/2)

)
,

is constructed on [−1, 1]2. Here −N ≤ i, j ≤ N and h ∼ 2/N . The grid points in each direction
are then a random homotopy of the uniform grid, i/N and the Chebyshev points −cos(i/N).
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h/2 = τ ‖ep(1)‖L2(Ω) ‖eu(1)‖L2(Ω) ‖eu(1)‖H1
0 (Ω) ‖ep‖L2[0,T ;L2(Ω)] ‖eu‖L2[0,T ;L2(Ω)] ‖eu‖L2[0,T ;H1

0 (Ω)]

1/4 4.167757e-02 5.083148e-02 5.501736e-01 4.752898e-01 4.665821e-02 5.406396e-01
1/8 1.428320e-02 1.168989e-02 2.017905e-01 3.174814e-01 1.080494e-02 2.010640e-01
1/16 2.537868e-03 8.649203e-04 3.503035e-02 1.498980e-01 7.939096e-04 3.436079e-02
1/32 6.635174e-04 8.712653e-05 7.075149e-03 7.411805e-02 8.168104e-05 7.004362e-03
1/64 1.444848e-04 6.134461e-06 1.138592e-03 3.700963e-02 9.815277e-06 1.608875e-03
1/128 4.781144e-05 9.808394e-07 3.248874e-04 1.845165e-02 1.233694e-06 3.832083e-04
Norm 0.39043 0.82131 2.88478 0.54839 0.96586 3.39249
Rate 2.0187 3.2659 2.2384 2.04355 3.1322 2.1572

Fig. 6.2. Rates of convergence for the 2d solution with k = 1 (different mesh on each time interval).

h/2 = τ ‖ep(1)‖L2(Ω) ‖eu(1)‖L2(Ω) ‖eu(1)‖H1
0 (Ω) ‖ep‖L2[0,T ;L2(Ω)] ‖eu‖L2[0,T ;L2(Ω)] ‖eu‖L2[0,T ;H1

0 (Ω)]

1/8 7.760464e-03 1.148147e-02 2.216751e-01 2.282557e-02 2.205550e-02 4.504727e-01
1/12 3.050692e-03 2.167790e-03 7.942503e-02 8.138287e-03 4.190167e-03 1.556958e-01
1/16 1.756498e-03 8.244456e-04 4.219413e-02 4.265093e-03 1.500999e-03 7.807455e-02
1/20 1.203159e-03 4.073514e-04 2.635061e-02 2.670504e-03 7.206254e-04 4.704667e-02
1/24 9.074159e-04 2.323340e-04 1.806317e-02 1.852352e-03 4.060391e-04 3.153842e-02
Norm 0.091174 0.618806 3.636961 0.271529 1.012584 5.951344
Rate 1.9539 3.5342 2.2753 2.2844 3.6329 2.4202

Fig. 6.3. Rates of convergence for the 3d solution with k = 1.

To illustrate that the rates are unaffected when the underlying mesh changes from step to step
and h = τ , Figure 6.2 shows the results for the same problem used for Figure 6.1 except that the
mesh was changed every time step. While the errors are slightly greater in magnitude, the same
optimal rates of convergence are observed.

To illustrate that the rates may deteriorate as h2/τ → ∞, we present results obtained with
h ∼ 2/N and τ = 1/N3 and k = 0 in Figure 6.5. With these parameters the rates would be
the same as in the previous examples with a fixed mesh; when the mesh is changed at each time
step Theorem 5.3 predicts reduction in the rate by min(h2/τ, h/

√
τ) = h−1/2. While the rates in

Figure 6.5 are lower, they are slightly better than those predicted by Theorem 5.3.
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h τ ‖ep(1)‖L2(Ω) ‖eu(1)‖L2(Ω) ‖eu(1)‖H1
0 (Ω) ‖ep‖L2[0,T ;L2(Ω)] ‖eu‖L2[0,T ;L2(Ω)] ‖eu‖L2[0,T ;H1

0 (Ω)]
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Appendix A. Bounding uh in Two Dimensions.

The sharper estimates available for the trilinear forms in two dimensions enable us to bound the
approximate solutions in L∞[0, T ;L2(Ω)].

Theorem A.1. Let d = 2 and (uh, ph) be an approximate solution of the Navier-Stokes equations
computed using the discontinuous Galerkin scheme (2.4) with f ∈ L2[0, T ;H−1(Ω)] and u0 ∈
W (Ω). Then, there exists C > 0 depending only on the domain and the constant k such that:

‖uh‖L∞[0,T ;L2(Ω)] ≤ C
(
‖u0‖2L2(Ω) + (1/ν2)‖f‖2L2[0,T ;H−1(Ω)]

)
.

Proof. Let ūh denote the exponential interpolant of uh constructed in Definition 3.3. Since
Znh = Pk[tn−1, tn;Znh ] it follows that ūh ∈ Znh when uh ∈ Znh . Setting vh = ūh into (2.4) the
pressure term vanishes and we obtain

∫ tn

tn−1

(
(uht, ūh) + a(uh, ūh) + c(uh,uh, ūh)

)
+ (un−1

+ − un−1
− ,un−1

+ ) =
∫ tn

tn−1

〈f , ūh〉.
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Since uht ∈ Pk−1[tn−1, tn;Unh ] the construction of ūh gives.∫ tn

tn−1

(uht, ūh) =
∫ tn

tn−1

(uht,uh)e−λ(t−tn−1)

= (1/2)‖un−‖2L2(Ω)e
−λ(tn−tn−1) − (1/2)‖un−1

+ ‖2 + (λ/2)
∫ tn

tn−1

‖uh(t)‖2L2(Ω)e
−λ(t−tn−1).

Upon recalling that ‖∇ūh‖L2[tn−1,tn;L2(Ω)] ≤ C‖∇uh‖L2[tn−1,tn;L2(Ω)] it follows that

(1/2)‖un−‖2L2(Ω)e
−λ(tn−tn−1) + (1/2)‖[un−1

h ]‖2L2(Ω) + (λ/2)
∫ tn

tn−1

‖uh‖2L2(Ω)e
−λ(t−tn−1)

= (1/2)‖un−1
− ‖2L2(Ω) +

∫ tn

tn−1

(
〈f , ūh〉 − a(uh, ūh)− c(uh,uh, ūh)

)
(A.1)

≤ (1/2)‖un−1
− ‖2L2(Ω) +

∫ tn

tn−1

(
(1/2ν)‖f‖2H−1(Ω) + Cν‖∇uh‖2L2(Ω) + |c(uh,uh, ūh)|

)
To bound the trilinear term first note that c(uh,uh, ūh) = c(uh,uh, ūh − uh). Then, inequality
(2.2) and Lemma 3.6 imply∫ tn

tn−1

∣∣c(uh,uh, ūh − uh)
∣∣

≤ C
∫ tn

tn−1

‖uh‖
1/2
L2(Ω)

‖uh‖
1/2
H1(Ω)

(
‖uh‖‖ūh − uh‖

1/2
L2(Ω)

‖ūh − uh‖
1/2
H1(Ω)

+‖ūh − uh‖H1(Ω)‖uh‖
1/2
L2(Ω)

‖uh‖
1/2
H1(Ω)

)
≤ C‖uh‖

1/2
L∞[tn−1,tn;L2(Ω)]

‖ūh − uh‖
1/2
L∞[tn−1,tn;L2(Ω)]

∫ tn

tn−1

‖uh‖
3/2
H1(Ω)

‖ūh − uh‖
1/2
H1(Ω)

+C‖uh‖L∞[tn−1,tn;L2(Ω)]

∫ tn

tn−1

‖ūh − uh‖H1(Ω)‖uh‖H1(Ω)

≤ Cλ(tn − tn−1)‖uh‖L∞[tn−1,tn;L2(Ω)]

∫ tn

tn−1

‖uh‖2H1(Ω).

Substituting the above inequality into (A.1), and setting λ = 1/(tn − tn−1) it follows that

‖un−‖2L2(Ω)e
−λ(tn−tn−1) + ‖[un−1

h ]‖2L2(Ω) +
∫ tn

tn−1

(e−1/(tn − tn−1))‖uh‖2L2(Ω) ≤ ‖u
n−1
− ‖2L2(Ω)

+C
∫ tn

tn−1

(
(1/ν)‖f‖2H−1(Ω) + ν‖∇uh‖2L2(Ω) + ‖uh‖L∞[tn−1,tn;L2(Ω)]‖uh‖2H1(Ω)

)
.

Using the Lemma 3.5 to bound ‖uh‖2L∞[tn−1,tn;L2(Ω)] by (Ck/(tn− tn−1))‖uh‖2L2[tn−1,tn;L2(Ω)] gives

‖un−‖2L2(Ω)e
−λ(tn−tn−1) + ‖[un−1

h ]‖2L2(Ω) + (1/Ck)‖uh‖2L∞[tn−1,tn;L2(Ω)]

≤ ‖un−1
− ‖2L2(Ω) + C

∫ tn

tn−1

(
(1/ν)‖f‖2H−1(Ω) + ν‖∇uh‖2L2(Ω)

)
+ C(k)

(∫ tn

tn−1

‖uh‖2H1(Ω)

)2
.

Using Lemma 5.1 to bound the last term on the right completes the proof.
30



Appendix B. The Stokes Projection.

Estimates for the parabolic Stokes projection Ph used the properties of the stationary Stokes
projection in an essential fashion. For completeness we sketch the proofs these properties stated
in Lemma 4.4 and Corollary 4.5.

Proof. (of Lemma 4.4) Define f ∈ H−1(Ω) by f(v) = a(u,v); that is, f = −ν∆u. If u ∈ V (Ω)
then (u, 0) is the solution of the weak statement

a(u,v) + b(v, p) = f(v),

b(u, q) = 0,

for all (v, q) ∈ H1
0 (Ω) × L2

0(Ω). If (uh, ph) ∈ Uh × Qh is the Galerkin approximation, then
uh = Πhu, and classical finite element approximation theory [5, 17, 31] states

‖u− uh‖H1(Ω) + (1/ν)‖0− ph‖L2(Ω) ≤ C
(

inf
vh∈Uh

‖u− vh‖H1(Ω) + (1/ν) inf
qh∈Qh

‖0− qh‖L2(Ω)

)
≤ C inf

vh∈Uh

‖u− vh‖H1(Ω).

Duality is used to bound the L2(Ω) norm of the projection error. Let (v, r) ∈ H1
0 (Ω) × L2

0(Ω)
satisfy

a(w,v) + b(w, r) = (u− uh,w),

b(v, s) = 0,

for all (w, s) ∈ H1
0 (Ω)× L2

0(Ω). Then

‖u− uh‖2L2(Ω) = a(u− uh,v) + b(u− uh, r).

Since
a(u− uh,vh) = b(vh, ph) = −b(v − vh, ph) vh ∈ Uh,

and
b(u− uh, r) = −b(uh, r) = −b(uh, r − rh) = b(u− uh, r − rh) rh ∈ Qh,

it follows that

‖u− uh‖2L2(Ω) = a(u− uh,v − vh)− b(v − vh, ph) + b(u− uh, r − rh)

≤ C(‖u− uh‖H1(Ω) + ‖ph‖L2(Ω)/ν)
(
ν‖v − vh‖H1(Ω) + ‖r − rh‖L2(Ω)

)
≤ C inf

wh∈Uh

‖u−wh‖H1(Ω)

(
ν‖v − vh‖H1(Ω) + ‖r − rh‖L2(Ω)

)
.

If Ω is sufficiently smooth to guarantee H2(Ω) × H1(Ω) regularity for the Stokes problem, the
last term is dominated by C‖u− uh‖L2(Ω)h and the proof follows.

Estimates for the jump terms were based upon the statement of Corollary 4.5 proved next.

Proof. (of Corollary 4.5) If the mesh is quasi-uniform inverse estimates establish optimal inter-
polation of Pn on H1(Ω).

‖u− Pnu‖H1(Ω) ≤ ‖u−Πnu‖H1(Ω) + ‖Πnu− Pnu‖H1(Ω)

≤ ‖u−Πnu‖H1(Ω) + (C/h)‖Πnu− Pnu‖L2(Ω)

≤ ‖u−Πnu‖H1(Ω) + (2C/h)‖Πnu− u‖L2(Ω)

≤ C inf
vh∈Un

h

‖u− vh‖H1(Ω).
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This shows that ‖Pnu‖H1(Ω) ≤ C‖u‖H1(Ω) which we now use to estimate ‖Pn(I − Pm)u‖H−1(Ω).

‖Pn(I − Pm)u‖H−1(Ω) = sup
v∈H1(Ω)

(u− Pmu, Pnv)
‖v‖H1(Ω)

= sup
v∈H1(Ω)

(u− Pmu, Pnv −wh)
‖v‖H1(Ω)

, wh ∈ Zmh

≤ C sup
vh∈Zn

h

(u− Pmu,vh −wh)
‖vh‖H1(Ω)

≤ C‖u− Pmu‖L2(Ω) inf
wh∈Zm

h

sup
vh∈Zn

h

‖vh −wh‖L2(Ω)

‖vh‖H1(Ω)

≤ Ch inf
uh∈Um

h

‖u− uh‖L2(Ω) inf
wh∈Zm

h

sup
vh∈Zn

h

‖vh −wh‖L2(Ω)

‖vh‖H1(Ω)

Under the hypotheses of the lemma the last term is bounded by a constant of the form Ch. To
establish this, fix vh ∈ Znh and let v be the solution of the Stokes problem with right hand side
f(z) = a(vh, z),

a(v, z) + b(z, p) = a(vh, z), b(v, q) = 0, (z, q) ∈ H1
0 (Ω)× L2

0(Ω).

Then ‖v‖H1(Ω) ≤ ‖vh‖H1(Ω) and vh = Πnv. It follows that ‖v − vh‖L2(Ω) ≤ Ch‖vh‖H1(Ω). Then
wh = Πmv satisfies ‖v −wh‖L2(Ω) ≤ Ch‖wh‖H1(Ω), and the triangle inequality, ‖vh −wh‖L2(Ω) ≤
‖v − vh‖L2(Ω) + ‖v −wh‖L2(Ω) can then be used to show

‖Pn(I − Pm)u‖H−1(Ω) ≤ Ch2 inf
uh∈Um

h

‖u− uh‖L2(Ω) u ∈ V (Ω).
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