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Abstract. The velocity tracking problem for the evolutionary Navier-Stokes equations in 2d is
studied. The controls are of distributed type and they are submitted to bound constraints. First
and second order necessary and sufficient conditions are proved. A fully-discrete scheme based on
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1. Introduction. In this paper we prove some error estimates for the numerical
approximation of a distributed optimal control problem governed by the evolution
Navier–Stokes equations, with pointwise control constraints. More precisely, we con-
sider the following problem:

(P)

{
min J(u)
u ∈ Uad

where

J(u) =
1

2

∫ T

0

∫
Ω

|yu(t, x)− yd(t, x)|2 dxdt+
γ

2

∫
Ω

|yu(T, x)− yΩ(x)|2 dx

+
λ

2

∫ T

0

∫
Ω

|u(t, x)|2 dxdt.

Here yu denotes the solution of the 2d evolution Navier-Stokes equations

(1.1)

{
yt − ν∆y + (y · ∇)y +∇p = f + u in ΩT = (0, T )× Ω,
divy = 0 in ΩT , y(0) = y0 in Ω, y = 0 on ΣT = (0, T )× Γ,

and Uad is the set of feasible controls, defined for −∞ ≤ αj < βj ≤ +∞, j = 1, 2, by

Uad = {u ∈ L2(0, T ;L2(Ω)) : αj ≤ uj(t, x) ≤ βj a.e. (t, x) ∈ ΩT , j = 1, 2}.

The scope of the above optimal control problem is to match the velocity vector field
to a given target field, by influencing the behavior of the system through a control
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function. The control function is of distributed type and satisfies certain constraints.
This is achieved by minimizing the standard tracking type functional, while the pa-
rameter λ > 0 denotes a penalty parameter, which is typically small compared to the
actual size of the data. The terminal term has been included in order to obtain more
effective approximations near the end point of the time interval. For related discussion
and references regarding the computational significance of the above optimal control
problem we refer the reader to [16].

The analysis of such optimal control problems is well understood. However, when it
comes to the approximation and to the numerical analysis of such problems the exist-
ing literature is quite limited. This is due to the fact that the regularity of solutions
of Navier-Stokes equations, within the optimal control setting is very limited, which
creates additional difficulties in analyzing suitable schemes for optimal control prob-
lems. Standard techniques developed for the numerical analysis of the uncontrolled
Navier-Stokes equations can not be directly applied in the optimal control setting. In
addition, optimal control problems constrained to nonlinear evolutionary pdes with
control constraints typically exhibit fine properties and hence require special tech-
niques involving both first and second order necessary and sufficient conditions.

Our work analyzes a numerical scheme based on the discontinuous time-stepping
Galerkin scheme for the piecewise constant time combined with standard conforming
finite element subspaces for the discretization in space. The main result of our work
is to derive space-time error estimates, under suitable regularity assumptions on the
data by utilizing ideas from [6] developed for the stationary Navier-Stokes, together
with a detailed error analysis of the uncontrolled state and adjoint equations of the
underlying scheme. To our best knowledge our estimates are new. Two parameters
are associated to the numerical discretization: τ and h, indicating the size of the grids
in time and space, respectively. The usual assumption τ ≤ Ch2 is needed to prove
that the discrete equation has a unique solution. The reader should observe that if
we discretize the state equation only in time, not in space, then we cannot prove
uniqueness of a solution for the resulting elliptic system. Indeed, this discrete elliptic
system is very close to the stationary Navier-Stokes system, for which there is no a
uniqueness result. Therefore, it is not surprising that the discretization parameter
τ is needed to be small compared with h if we want to prove the uniqueness of a
solution for the full discrete system. We also make use of this condition to prove error
estimates of order O(h). For some related earlier work, we refer the reader to [1], [17],
[18], [19], [20], [29], [30], [34] and the reference cited therein. A very close paper is [9].
The main differences with [9] are the non-existence of control constraints and the fact
that the state equation is not discretized in time. The absence of control constraints
allows a direct analysis of the system of state and adjoint state equations, which is
not possible under control constraints. To overcome this difficulty we need to use the
second order conditions for optimality. By using a variational discretization, in [9] the
authors can prove error estimates of order O(h2). The same estimates can be proved
when the state equations is fully discretized. The proof of error estimates of order
O(h2) for the variational discretization of the control problem (P) will be the goal of
a forthcoming paper currently in preparation.

An interesting reference for the approximation of control problems associated to
parabolic semilinear equations is [27]. They discretize the state equation in two steps,
first in time and then in space. They take advantage of the boundedness in time-space
of the states to get error estimates for the control of order O(τ + h) without the as-
sumption τ ≤ Ch2. However, they make a strong second order condition that we do
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not need. Their approach is not easy to be translated to the control of Navier-Stokes
systems because the non-linearity involves the gradient of the state and the bounded-
ness of the states fails. Moreover, the discretization in time of the state equation leads
to a stationary Navier-Stokes system, for which we cannot guaranty the uniqueness
of a solution.

The discontinuous Galerkin time-stepping schemes are known to perform well in a
variety of problems whose solutions satisfy low regularity properties. The discontin-
uous (in time) Galerkin framework also accommodates many different time-stepping
schemes. For example, the lowest order scheme (in time) considered here, can be
viewed as the Implicit Euler scheme, while there is close relation between higher or-
der (in time) discontinuous Galerkin schemes, and other time-stepping approaches
such as Runge-Kutta time stepping techniques, provided that suitable integration
techniques are being used to discretize related integrals (see e.g. [32]). The key differ-
ence between the analysis of the classical Implicit Euler scheme and its discontinuous
(in time) stepping approach is the use of local (in time) approximation theory tools,
instead of constructing globally (in time) approximation and interpolation tools. In
addition, the discontinuous (in time) formulation inherits stability / regularity prop-
erties of the underlying pde, due to its heavily implicit nature. As a result, it leads to
an efficient analysis of approximation of problems whose solution satisfy low regularity
properties, and in particular to problems where the time-derivative is discontinuous,
and hence it is preferable to be discretized in a completely discontinuous fashion. On
the other hand, continuous (in time) Galerkin schemes typically require much more
regularity than the one anticipated from our optimal control problem. For example
the lowest order (in time) continuous (in time) Galerkin scheme, corresponds to a
Petrov-Galerkin Crank-Nicolson scheme, which requires additional regularity proper-
ties even in case of uncontrolled linear parabolic pdes (see e.g. [32]). For earlier work
on these schemes within the context of optimal control problems we refer the reader
to [24], [25] for error estimates for an optimal control problem for the heat equation,
with and without control constraints respectively, and to [8] for a convergence re-
sult for a semilinear parabolic optimal control problem. An analysis of second order
Petrov-Galerking Crank-Nicolson scheme, for an optimal control problem for the heat
equation is analyzed in [26] where estimates of second-order (in time) are derived.
However, the regularity assumptions on the control, state and adjoint variables are
not present in the nonlinear setting of Navier-Stokes equations. For general results
related to discontinuous time step schemes for linear parabolic uncontrolled pdes, we
refer the reader to [11, 12, 13, 14, 32] (see also references within). Finally in the
recent work of [10], discontinuous time-stepping schemes of arbitrary order for the
Navier-Stokes equations in 2d and 3d where examined. Further results concerning
the analysis and numerical analysis of the uncontrolled Navier-Stokes can be found in
the classical works of [15], [21], [22], [31]. For several issues related to the analysis and
numerics of optimal control problems we refer the reader to [33] (see also references
within).

2. Assumptions and preliminary results. Ω is a bounded open and convex
subset in R2, Γ being its boundary. The outward unit normal vector to Γ at a point
x ∈ Γ is denoted by n(x). Given 0 < T < +∞, we denote ΩT = (0, T ) × Ω and
ΣT = (0, T ) × Γ. We fix the notation for Sobolev spaces: H1(Ω) = H1(Ω;R2),
H1

0(Ω) = H1
0 (Ω;R2), H−1(Ω) = (H1

0(Ω))
′ and Ws,p(Ω) = W s,p(Ω;R2) for 1 ≤ p ≤ ∞
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and s > 0. We also consider the spaces of integrable functions

L2
0(Ω) = {w ∈ L2(Ω) :

∫
Ω

w(x) dx = 0};

Lp(Ω) = Lp(Ω;R2) and, for a given Banach space X, Lp(0, T ;X) will denote the
integrable functions defined in (0, T ) and taking values in X endowed with the usual
norm. Following Lions and Magenes [23, Vol. 1] we put

H2,1(ΩT ) =

{
y ∈ L2(ΩT ) :

∂y

∂xi
,

∂2y

∂xixj
,
∂y

∂t
∈ L2(ΩT ), 1 ≤ i, j ≤ 2

}
equipped with the standard norm. In [23, Vol. 1] it is proved that every element of
H2,1(ΩT ), after a modification over a zero measure set, is a continuous function from
[0, T ] −→ H1(Ω). We also set H2,1(ΩT ) = H2,1(ΩT )×H2,1(ΩT ).

We introduce the usual spaces of divergence-free vector fields:

Y = {y ∈ H1
0(Ω) : divy = 0 in Ω},

H = {y ∈ L2(Ω) : divy = 0 in Ω and y · n = 0 on Γ}.

Along this paper, we will assume that f ,u ∈ L2(0, T ;L2(Ω)) and y0 ∈ Y. A solution
of (1.1) will be sought in the space W(0, T ) = {y ∈ L2(0, T ;Y) : yt ∈ L2(0, T ;Y∗)}.
It is well known that W(0, T ) ⊂ Cw([0, T ],H), where Cw([0, T ],H) is the space of
weakly continuous functions y : [0, T ] −→ H.

Let us introduce the weak formulation of (1.1). To this end we define the bilinear and
trilinear forms a : H1(Ω)×H1(Ω) −→ R and c : L4(Ω)×H1(Ω)×H1(Ω) −→ R by

a(y, z) = ν

∫
Ω

(∇y : ∇z) dx = ν
2∑

i,j=1

∫
Ω

∂xiyj ∂xizj dx

c(y, z,w) =
1

2
[ĉ(y, z,w)− ĉ(y,w, z)] with ĉ(y, z,w) =

2∑
i,j=1

∫
Ω

yj

(
∂zi
∂xj

)
wi dx.

Now, we seek y ∈ W(0, T ) such that for a.e. t ∈ (0, T ),

(2.1)

{
(yt,w) + a(y,w) + c(y,y,w) = (f + u,w) ∀w ∈ Y
y(0) = y0.

Above (· , ·) denotes the scalar product in L2(Ω). This notation will be frequently
used along the paper and ∥ · ∥ will denote the associated norm. Any other norm will
be indicated by a subscript.

Equation (2.1) has a unique solution in W(0, T ). Once the velocity y is obtained,
then the existence of a pressure p ∈ D(ΩT ) is proved in such a way that the first
equation of (1.1) holds in a distribution sense. Thanks to the regularity assumed on
f , y0 and Ω, then some extra regularity is proved for (y, p). Indeed, we have that
y ∈ H2,1(ΩT )∩C([0, T ],Y) and p ∈ L2(0, T ;H1(Ω)), the pressure being unique up to
an additive constant; see, for instance, Ladyzhenskaya [21], Lions [22], Temam [31].

The next properties of the trilinear form c will be used later. The proof can be found
in many books; see [21], [22] or [31].
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Lemma 2.1. The trilinear form c satisfies

c(y,w, z) = ĉ(y, z,w) = −ĉ(y,w, z) ∀y ∈ Y and ∀z,w ∈ H1
0(Ω),

c(y, z,w) = −c(y,w, z) ∀y ∈ L4(Ω) and ∀z,w ∈ H1(Ω),

c(y,w,w) = 0 ∀y ∈ L4(Ω) and ∀w ∈ H1(Ω).

Moreover, the following inequalities hold

|c(y, z,w)| ≤ ∥y∥Lp(Ω)∥∇z∥L2(Ω)∥w∥Lq(Ω), (1/p) + (1/q) = (1/2),

|c(y, z,w)| ≤ ∥y∥L4(Ω)∥∇z∥L2(Ω)∥w∥L4(Ω).

By using the interpolation inequality

(2.2) ∥z∥L4(Ω) ≤ 21/4∥z∥1/2L2(Ω)∥∇z∥1/2L2(Ω) ∀z ∈ H1
0 (Ω),

(see [31, Lema 3.3, page 91]) we obtain ∀y,w ∈ H1
0(Ω) and ∀z ∈ H1(Ω)

(2.3) |c(y, z,w)| ≤ C∥y∥1/2L2(Ω)∥∇y∥1/2L2(Ω)∥∇z∥L2(Ω)∥w∥1/2L2(Ω)∥∇w∥1/2L2(Ω).

Returning back to the control problem (P), we will assume

(2.4) λ > 0, γ ≥ 0, yd ∈ L2(0, T ;L2(Ω)) and yΩ ∈ Y.

Since the mapping G : L2(0, T ;L2(Ω)) → H2,1(ΩT )∩C([0, T ];Y), associating to each
control u the corresponding state G(u) = yu solution of (2.1), is well defined and
continuous, then the cost functional J : L2(0, T ;L2(Ω)) −→ R is also well defined and
continuous. The proof of the existence of at least one solution of (P) is standard.

3. Optimality conditions. Since the problem (P) is not convex, we will deal
herafter with global and local solutions. A control ū ∈ Uad is said a local solution
of (P) if there exists ε > 0 such that J(ū) ≤ J(u) for every u ∈ Uad ∩ Bε(ū), where
Bε(ū) denote the open ball of L2(0, T ;L2(Ω)) centered at ū and radius ε. In this
section, we establish first and second order optimality conditions for a local solution
of problem (P). To this end, we need the differentiability of the mapping G.

Theorem 3.1 (Casas [4]). The mapping G is of class C∞. Moreover, for any
u,v ∈ L2(0, T ;L2(Ω)), if we denote yu = G(u), zv = G′(u)v and zvv = G′′(u)v2,
then zv and zvv are the unique solutions of the following equations, ∀w ∈ Y{

(zv,t,w) + a(zv,w) + c(zv,yu,w) + c(yu, zv,w) = (v,w),
zv(0) = 0,

(3.1){
(zvv,t,w) + a(zvv,w) + c(zvv,yu,w) + c(yu, zvv,w) + 2c(zv, zv,w) = 0,
zvv(0) = 0.

(3.2)

As a consequence of this theorem we get the differentiability of the cost functional.

Theorem 3.2. The cost functional J : L2(0, T ;L2(Ω)) −→ R is of class C∞ and for
every u,v ∈ L2(0, T ;L2(Ω)) we have

J ′(u)v =

∫ T

0

∫
Ω

(φu + λu)v dxdt,(3.3)

J ′′(u)v2 =

∫ T

0

∫
Ω

(|zv|2 − 2(zv · ∇)zvφu)dxdt

+γ

∫
Ω

|zv(T )|2 dx+ λ

∫ T

0

∫
Ω

|v|2dxdt,(3.4)
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where zv = G′(u)v is the solution of (3.1) and φu ∈ H2,1(ΩT ) ∩ C([0, T ],Y) is the
unique element satisfying for every w ∈ Y

(3.5)

{
−(φu,t,w) + a(φu,w) + c(w,yu,φu) + c(yu,w,φu) = (yu − yd,w),
φu(T ) = γ(y(T )− yΩ).

Proof. First of all, let us observe that the equation (3.5) is the adjoint of (3.1). Since
(3.1) has a unique solution in H2,1(ΩT ) ∩ C([0, T ],Y) for any v ∈ L2(0, T ;L2(Ω)),
then arguing by transposition we can prove the existence and uniqueness of the so-
lution φu of (3.5), as well as the regularity φu ∈ H2,1(ΩT ) ∩ C([0, T ],Y). Now,
the differentiability property of J and relations (3.3) and (3.4) are a consequence of
Theorem 3.1 and the chain rule.

Now, we get the optimality conditions. We start with the first order conditions.

Theorem 3.3. Let us assume that ū is a local solution of problem (P), then there
exist ȳ and φ̄ belonging to H2,1(ΩT ) ∩ C([0, T ],Y) such that{

(ȳt,w) + a(ȳ,w) + c(ȳ, ȳ,w) = (f + ū,w) ∀w ∈ Y,
ȳ(0) = y0,

(3.6) {
−(φ̄t,w) + a(φ̄,w) + c(w, ȳ, φ̄) + c(ȳ,w, φ̄) = (ȳu − yd,w) ∀w ∈ Y,
φ̄(T ) = γ(ȳ(T )− yΩ),

(3.7) ∫ T

0

∫
Ω

(φ̄+ λū)(u− ū) dxdt ≥ 0 ∀u ∈ Uad.(3.8)

Moreover, the regularity property ū ∈ H1(ΩT )∩C([0, T ],H1(Ω))∩L2(0, T ;W1,p(Ω))
holds for all 1 ≤ p < +∞.

Proof. Since Uad is convex, any local solution ū satisfies the condition J ′(ū)(u−ū) ≥ 0
for every u ∈ Uad. Then, it is enough to use the expression of the derivative given by
(3.3) and take ȳ = yū and φ̄ = φū to deduce (3.6)-(3.8). The regularity of ū follows
from (3.8) as usual, we simply observe that (3.8) implies that

(3.9) ūj(t, x) = Proj[αj ,βj ]

(
− 1

λ
φ̄j(t, x)

)
for a.a. (t, x) ∈ ΩT , j = 1, 2.

To write the second order conditions we need to define the cone of critical directions.
To this end, let us introduce the function

(3.10) d̄ = φ̄+ λū.

Now we set

(3.11) Cū = {v ∈ L2(0, T ;L2(Ω)) : v satisfies (3.12)− (3.14)},

vj(t, x) ≥ 0 if −∞ < αj = ūj(t, x),(3.12)

vj(t, x) ≤ 0 if ūj(t, x) = βj < +∞, j = 1, 2,(3.13)

vj(t, x) = 0 if d̄j(t, x) ̸= 0.(3.14)

Let us notice that

(3.15)
J ′(ū)v =

∫ T

0

∫
Ω

d̄(t, x) · v(t, x) dxdt,

d̄(t, x) · v(t, x) = 0 for a.a. (t, x) ∈ ΩT and ∀v ∈ Cū.
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We also deduce as usual from (3.8), for almost all (t, x) ∈ ΩT and j = 1, 2,

(3.16)


ūj(t, x) = αj ⇒ d̄j(t, x) ≥ 0,

ūj(t, x) = βj ⇒ d̄j(t, x) ≤ 0,

αj < ūj(t, x) < βj ⇒ d̄j(t, x) = 0,

and

{
d̄j(t, x) > 0 ⇒ ūj(t, x) = αj ,

d̄j(t, x) < 0 ⇒ ūj(t, x) = βj .

Theorem 3.4. Let ū be a local solution of problem (P), then J ′′(ū)v2 ≥ 0 ∀v ∈ Cū.
Conversely, let us assume that ū ∈ Uad satisfies

J ′(ū)(u− ū) ≥ 0 ∀u ∈ Uad,(3.17)

J ′′(ū)v2 > 0 ∀v ∈ Cū \ {0},(3.18)

then there exist ε > 0 and δ > 0 such that

(3.19) J(ū) +
δ

2
∥u− ū∥2L2(0,T ;L2(Ω)) ≤ J(u) ∀u ∈ Uad ∩Bε(ū),

where Bε(ū) is the L2(0, T ;L2(Ω))-ball of center ū and radius ε.

The proof of the necessary condition is similar to the one made in [6] for the case
of steady-state Navier-Stokes equations. The proof of the sufficient conditions can
be obtained arguing by contradictions, analogously as made in some previous papers;
see, for instance, [2], [5], [6].

Remark 3.5. The gap between the necessary and sufficient optimality conditions
given in Theorems 3.3 and 3.4 is minimal, the same than we have in finite dimen-
sional optimization problems. This problem does not suffer from the typical two-norm
discrepancy arising usually in infinite dimensional optimization problems. This is due
to the C2-differentiability of J with respect to the L2(0, T ;L2(Ω))-norm, thanks to a
certain compactness with respect to u in the first two integrals defining J and the fact
that the last one is the square of the norm of the control. On the other hand, it is well
known that the condition J ′′(ū)v2 > 0 for every non zero v ̸= 0 belonging to the cone
of critical directions is not a sufficient optimality condition, in general, in infinite di-
mensional optimization problems. An inequality of type J ′′(ū)v2 ≥ δ∥v∥2L2(0,T ;L2(Ω))

is required in the infinite dimensional case. In finite dimension, both conditions are
equivalent, but this is not the usual case for infinite dimension. However, in our prob-
lem we can prove that both conditions are also equivalent. Indeed, let us observe that
(3.19) implies that ū is a local solution of the problem

(Pε)

{
minJδ(u) = J(u)− δ

2
∥u− ū∥2L2(0,T ;L2(Ω))

u ∈ Uad ∩Bε(ū)

Therefore, from the second order necessary conditions we obtain that J ′′
δ (ū)v

2 ≥ 0 for
every v ∈ Cū. It is enough to notice that J ′′

δ (ū)v
2 = J ′′(ū)v2 − δ∥v∥2L2(0,T ;L2(Ω)) to

conclude that (3.17)-(3.18) imply

(3.20) J ′′(ū)v2 ≥ δ∥v∥2 ∀v ∈ Cū.
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4. Numerical approximation of the control problem. In this section we
consider the complete discretization of the control problem (P). To this end, we
consider a family of triangulations {Th}h>0 of Ω̄, defined in the standard way, e.g. in
[3, Chapter 3.3]. With each element T ∈ Th, we associate two parameters hT and ϱT ,
where hT denotes the diameter of the set T and ϱT is the diameter of the largest ball
contained in T . Define the size of the mesh by h = maxT∈Th

hT . We also assume that
the following regularity assumptions on the triangulation are satisfied.

(i) – There exist two positive constants ϱT and δT such that hT

ϱT
≤ ϱT and h

hT
≤ δT

∀T ∈ Th and ∀h > 0.
(ii) – Define Ωh = ∪T∈Th

T , and let Ωh and Γh denote its interior and its boundary,
respectively. We assume that the vertices of Th placed on the boundary Γh are points
of Γ.

Since Ω is convex, from the last assumption we have that Ωh is also convex. Moreover,
we know that

(4.1) |Ω \ Ωh| ≤ Ch2;

see, for instance, [28, estimate (5.2.19)].

On the mesh Th we consider two finite dimensional spaces Zh ⊂ H1
0(Ω) and Qh ⊂

L2
0(Ω) formed by piecewise polynomials in Ωh and vanishing in Ω \Ωh. We make the

following assumptions on these spaces.

(A1) If z ∈ H1+l(Ω) ∩H1
0(Ω), then

(4.2) inf
zh∈Zh

∥z− zh∥Hs(Ωh) ≤ Chl+1−s∥z∥H1+l(Ω), for 0 ≤ l ≤ 1 and s = 0, 1.

(A2) If q ∈ H l(Ω) ∩ L2
0(Ω), then

(4.3) inf
qh∈Qh

∥q − qh∥L2(Ωh) ≤ Ch∥q∥H1(Ω).

(A3) The subspaces Zh and Qh satisfy the inf-sup condition: ∃c > 0 such that

(4.4) inf
qh∈Qh

sup
zh∈Zh

b(zh, qh)

∥zh∥H1(Ωh)∥qh∥L2(Ωh)
≥ c,

where b : H1(Ω)× L2(Ω) −→ R is defined by

b(z, q) =

∫
Ω

q(x)div z(x) dx.

These assumptions are satisfied by the usual finite elements considered in the dis-
cretization of Navier-Stokes equations: ”Taylor-Hood”, P1-Bubble finite element, and
some others; see [15, Chapter 2].

We also consider a subspace Yh of Zh defined by

Yh = {yh ∈ Zh : b(yh, qh) = 0 ∀qh ∈ Qh}

and we set

Uh = {uh ∈ L2(Ωh) : uh|T ≡ uT ∈ R2}.
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We proceed now with the discretization in time. Let us consider a grid of points
0 = t0 < t1 < . . . < tNτ = T . We denote τn = tn − tn−1. We make the following
assumption

(4.5) ∃ϱ0 > 0 such that τ = max
1≤n≤Nτ

τn < ϱ0τn ∀1 ≤ n ≤ Nτ and ∀τ > 0.

Given a triangulation Th of Ω and a grid of points {tn}Nτ
n=0 of [0, T ], we set σ = (τ, h).

Finally, we consider the following spaces

Yσ = {yσ ∈ L2(0, T ;Yh) : yσ |(tn−1,tn)
∈ Yh for 1 ≤ n ≤ Nτ},

Qσ = {qσ ∈ L2(0, T ;Qh) : qσ |(tn−1,tn)
∈ Qh for 1 ≤ n ≤ Nτ},

Uσ = {uσ ∈ L2(0, T ;Uh) : uσ |(tn−1,tn)
∈ Uh for 1 ≤ n ≤ Nτ}.

We have that the functions of Yσ, Qσ and Uσ are piecewise constant in time. We will
look for the discrete controls in the space Uσ. An element of this space can be written
in the form

(4.6) uσ =

Nτ∑
n=1

∑
T∈Th

un,TχnχT , with un,T ∈ R2,

where χn and χT are the characteristic functions of (tn−1, tn) and T , respectively.
Therefore, the dimension of Uσ is 2NτNh, where Nh is the number of triangles in Th.
In Uσ we consider the convex subset

Uσ,ad = Uσ ∩ Uad = {uσ ∈ Uσ : un,T ∈ [α1, β1]× [α2, β2]}.

On the other hand, the elements of Yσ can be written in the form

(4.7) yσ =

Nτ∑
n=1

yn,hχn, with yn,h ∈ Yh,

where χn is as above. For every discrete state yσ we will fix yσ(tn) = yn,h, so that
yσ is continuous on the left. In particular, we have yσ(T ) = yσ(tNτ ) = yNτ ,h.

To define the discrete control problem we have to consider the numerical discretization
of the state equation (1.1) or equivalently (2.1). We achieve this goal by using a
discontinuous time-stepping Galerkin method, with piecewise constants in time and
conforming finite element spaces in space. For any u ∈ L2(0, T ;L2(Ω)) the discrete
state equation is given by

(4.8)


For n = 1, . . . , Nτ , and ∀wh ∈ Yh,(
yn,h − yn−1,h

τn
,wh

)
+ a(yn,h,wh) + c(yn,h,yn,h,wh) = (fn + un,wh),

y0,h = y0h,

where

(fn,wh) =
1

τn

∫ tn

tn−1

(f(t),wh)dt, (un,wh) =
1

τn

∫ tn

tn−1

(u(t),wh)dt(4.9)

y0h ∈ Yh with ∥y0 − y0h∥L2(Ωh) ≤ Ch and ∥y0h∥H1(Ωh) ≤ C ∀h > 0.(4.10)
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The above scheme is essentially an implicit Euler in time / conforming in space scheme,
and can be easily extended to higher order polynomial in time discretizations; see e.g.
[32] and references within. For stability and error estimates under suitable regularity
assumptions for high order discontinuous time-stepping schemes we refer the reader
to [10]. Here, we focus on the lowest case of polynomial approximation in time, due
to the low regularity imposed by the nature of our optimal control problem. A key
feature of the proposed scheme is that the regularity properties of the discrete solution
mimics the continuous problem. We will prove later that for any u ∈ L2(0, T ;L2(Ω)),
(4.8) has a unique solution yσ(u) ∈ Yσ. Then, we can define the discrete control
problem as follows

(Pσ)

{
minJσ(uσ)
uσ ∈ Uσ,ad

Jσ(uσ) =
1

2

∫ T

0

∫
Ωh

|yσ(uσ)− yd|2dxdt

+
γ

2

∫
Ωh

|yσ(T )− yΩh
|2dx+

λ

2

∫ T

0

∫
Ωh

|uσ|2dxdt,

yΩh
∈ Yh with ∥yΩ − yΩh

∥L2(Ωh) ≤ Ch and ∥yΩh
∥H1(Ωh) ≤ C ∀h > 0.(4.11)

In the study of the control problem, first, we analyze the discrete state equation (4.8);
then we study the discrete adjoint state equation; the third step is the proof of the
convergence of (Pσ); and finally we prove the error estimates for the discretization.

4.1. Analysis of the discrete state equation. By a standard argument, using
the identity c(z,w,w) = 0 ∀z ∈ L4(Ω) and ∀w ∈ H1(Ω) (Lemma 2.1) and the
Brower’s fixed-point theorem, we can easily prove that (4.8) has at least one solution.
In this section, we will prove that the solution is unique under some restrictions on
σ = (τ, h). For the moment, let us denote y = yu = G(u) and yσ ∈ Yσ a solution of
(4.8). We are going to prove some error estimates for y − yσ. To this end, we need
to introduce some projection operators.

Definition 4.1. We define the projection operator Ph : L2(Ω) −→ Yh by

(Phy,wh) = (y,wh) ∀wh ∈ Yh.

We also define Pσ : C([0, T ],L2(Ω)) −→ Yσ by (Pσy)n,h = Phy(tn) for 1 ≤ n ≤ Nτ .

Lemma 4.2. There exists a constant C > 0 independent of σ such that for every
y ∈ H2,1(ΩT ) ∩ C([0, T ];Y) the following estimate holds

(4.12) ∥y − Pσy∥L2(0,T ;L2(Ωh)) ≤ C
{
τ∥y′∥L2(0,T ;L2(Ω)) + h2∥y∥L2(0,T ;H2(Ω))

}
.
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Proof. From Assumptions (A1)–(A3) and using (4.2) with s = 0 and l = 1 (see also
[15, Chapter II]), the definition of Pσ, and the stability of Ph we get

∥y − Pσy∥L2(0,T ;L2(Ωh)) =

{
Nτ∑
n=1

∫ tn

tn−1

∥y(t)− Phy(tn)∥2 dt

}1/2

≤

{
Nτ∑
n=1

∫ tn

tn−1

∥y(t)− Phy(t)∥2 dt

}1/2

+

{
Nτ∑
n=1

∫ tn

tn−1

∥Phy(t)− Phy(tn)∥2 dt

}1/2

≤ Ch2

{
Nτ∑
n=1

∫ tn

tn−1

∥y(t)∥2H2(Ω) dt

}1/2

+

{
Nτ∑
n=1

∫ tn

tn−1

∥y(t)− y(tn)∥2 dt

}1/2

≤ Ch2∥y∥L2(0,T ;H2(Ω)) +

{
Nτ∑
n=1

∫ tn

tn−1

(tn − t)

∫ tn

tn−1

∥y′(s)∥2 dsdt

}1/2

≤ C
{
h2∥y∥L2(0,T ;H2(Ω)) + τ∥y′∥L2(0,T ;L2(Ω))

}
.

Definition 4.3. The operator Πh : Y −→ Yh is defined by

a(Πhy,wh) = a(y,wh) ∀wh ∈ Yh.

To any element y ∈ C([0, T ];Y), we associate yh ∈ C([0, T ],Yh) by yh(t) = Πh(y(t)).
The next lemma is an immediate consequence of Assumptions (A1)–(A3); see again
[15, Chapter II].

Lemma 4.4. There exists a constant C > 0 independent of h such that

(4.13) ∥y −Πhy∥Hs(Ωh) ≤ Ch2−s∥y∥H2(Ω) ∀y ∈ H2(Ω) ∩Y and s = 0, 1.

As a consequence of the previous two lemmas we have the following result.

Lemma 4.5. There exists a constant C > 0 independent of σ such that for every
y ∈ H2,1(ΩT ) ∩ C([0, T ];Y)

(4.14) ∥y − Pσy∥L2(0,T ;H1(Ωh)) ≤ C
{ τ

h
∥y′∥L2(0,T ;L2(Ω)) + h∥y∥L2(0,T ;H2(Ω))

}
.

Proof. From Lemma 4.4 we get

∥y − Pσy∥L2(0,T ;H1(Ωh)) ≤ ∥y − yh∥L2(0,T ;H1(Ωh)) + ∥yh − Pσy∥L2(0,T ;H1(Ωh))

≤ Ch∥y∥L2(0,T ;H2(Ω)) + ∥yh − Pσy∥L2(0,T ;H1(Ωh)).

Now, using the definition of Pσ, an inverse inequality, (4.12) and (4.13) we obtain

∥yh − Pσy∥L2(0,T ;H1(Ωh)) =

{
Nτ∑
n=1

∫ tn

tn−1

∥yh(t)− Phy(tn)∥2H1(Ωh)
dt

}1/2

≤ C

h

{
Nτ∑
n=1

∫ tn

tn−1

∥yh(t)− Phy(tn)∥2L2(Ωh)
dt

}1/2

≤ C

h

{
∥y − yh∥L2(0,T ;L2(Ωh)) + ∥y − Pσy∥L2(0,T ;L2(Ωh))

}
≤ C

{ τ

h
∥y′∥L2(0,T ;L2(Ω)) + h∥y∥L2(0,T ;H2(Ω))

}
.
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Before proving the error estimates for y−yσ, we need to establish the corresponding
estimates for the Stokes problem. Let us formulate this result as follows.

Lemma 4.6. Let y ∈ H2,1(ΩT )∩C([0, T ],Y) be the solution of (2.1) and let ŷσ ∈ Yσ

satisfy

(4.15)


For n = 1, . . . , Nτ , and ∀wh ∈ Yh,(
ŷn,h − ŷn−1,h

τn
,wh

)
+ a(ŷn,h,wh) = (f̂n,wh),

ŷ0,h = y0h,

where (f̂n,wh) = 1
τn

∫ tn
tn−1

{a(y(t),wh) + (y′(t),wh)}dt. Then, (4.15) has a unique

solution ŷσ ∈ Yσ. Moreover, the following properties hold

1 - {ŷσ}σ is bounded in L∞(0, T ;H1(Ωh)).

2 - There exists a constant C > 0 independent of σ such that

max
1≤n≤Nτ

∥y(tn)− ŷσ(tn)∥+ ∥y − ŷσ∥L2(0,T ;H1(Ωh))

≤ C
{ τ

h
∥y′∥L2(0,T ;L2(Ω)) + h∥y∥L2(0,T ;H2(Ω)) + h∥y0∥H1(Ω)

}
,(4.16)

∥y − ŷσ∥L∞(0,T ;L2(Ωh))

≤ C
{( τ

h
+
√
τ
)
∥y′∥L2(0,T ;L2(Ω)) + h∥y∥L2(0,T ;H2(Ω)) + h∥y0∥H1(Ω)

}
.(4.17)

Proof. The existence and uniqueness of the solution ŷσ is easy and well known. The
boundedness of {ŷσ}σ in L∞(0, T ;H1(Ωh)) was proved in [10, Theorem 4.10]. The
estimate (4.16) follows from (4.14) and [10, Theorem 4.6]. Finally, we prove (4.17).
Let us assume that tn−1 < t < tn for some 1 ≤ Nτ , then

∥y(t)− ŷσ(t)∥ ≤ ∥y(t)− y(tn)∥+ ∥y(tn)− ŷσ(tn)∥.

The second term of the right hand side of the inequality has been estimated in (4.16).
Let us study the first term. For any w ∈ L2(Ω)

|(y(t)− y(tn),w)| =
∣∣∣∣∫ tn

t

(y′(s),w) ds

∣∣∣∣ ≤ ∫ tn

t

∥y′(s)∥ds∥w∥

≤
√
τ∥y′∥L2(0,T ;L2(Ω))∥w∥,

hence ∥y(t)− y(tn)∥ ≤
√
τ∥y′∥L2(0,T ;L2(Ω)). This estimate and (4.16) infer (4.17).

The discrete solution of the linear Stokes problem will subsequently play the role of
a global in time projection, which facilitates the derivation of error estimates under
the restricted regularity assumptions of the control problem (see also [10]). Finally,
we obtain the result concerning the discrete state equation (4.8).

Theorem 4.7. Given u ∈ L2(0, T ;L2(Ω)), let y ∈ H2,1(ΩT ) ∩ C([0, T ];Y) be the
solution of (2.1) and let yσ ∈ Yσ be any solution of (4.8), then there exists a constant
C > 0 independent of u, y and σ such that

max
1≤n≤Nτ

∥y(tn)− yσ(tn)∥+ ∥y − yσ∥L2(0,T ;H1(Ωh))

≤ C
{ τ

h
∥y′∥L2(0,T ;L2(Ω)) + h∥y∥L2(0,T ;H2(Ω)) + h∥y0∥H1(Ω)

}
.(4.18)

∥y − yσ∥L∞(0,T ;L2(Ωh))

≤ C
{( τ

h
+
√
τ
)
∥y′∥L2(0,T ;L2(Ω)) + h∥y∥L2(0,T ;H2(Ω)) + h∥y0∥H1(Ω)

}
.(4.19)
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Moreover, if there exists a constant C0 > 0 such that τ ≤ C0h
2 for every σ = (τ, h),

then {yσ}σ is bounded in L∞(0, T ;H1(Ωh)) and (4.8) has a unique solution.

Proof. Let us define e = y − yσ = (y − ŷσ) + (ŷσ − yσ) = ê + eσ, where ŷσ is the
solution of (4.15). Then, we can proceed as in [10, Theorem 5.2] to get

1

2
∥en,h∥2 −

1

2
∥en−1,h∥2 +

1

2
∥en,h − en−1,h∥2 + ν

∫ tn

tn−1

∥∇en,h∥2 dt

≤
∫ tn

tn−1

{|c(en,h, ŷn,h, en,h)|+ |c(ê(t),y(t), en,h)|+ |c(ŷn,h, ê(t), en,h)|} dt.(4.20)

It remains to estimate the last three terms. For the first we use that {ŷσ}σ is bounded
in L∞(0, T ;H1(Ωh)) (see Lemma 4.6) and (2.2), then∫ tn

tn−1

|c(en,h, ŷn,h, en,h)|dt ≤ C

∫ tn

tn−1

∥en,h∥∥∇en,h∥dt

≤ Cτn
ν

∥en,h∥2 +
ν

4

∫ tn

tn−1

∥∇en,h∥2 dt.

For the second term we use that y ∈ L∞(0, T ;H1(Ω))

∫ tn

tn−1

|c(ê(t),y(t), en,h)| dt ≤ C

∫ tn

tn−1

∥∇ê(t)∥∥∇en,h∥dt

≤ C

ν

∫ tn

tn−1

∥∇ê(t)∥2 dt+ ν

4

∫ tn

tn−1

∥∇en,h∥2 dt.

Finally, using again the boundedness of {ŷσ}σ in L∞(0, T ;H1(Ωh)), we get the same
estimate as the last one for the third term. Putting all these estimates in (4.20) we
obtain

(1− Cτn)∥en,h∥2 + ∥en,h − en−1,h∥2 +
ν

2

∫ tn

tn−1

∥∇en,h∥2 dt

≤ ∥en−1,h∥2 + C∥ê∥2L2(tn−1,tn;H1(Ω)).

Then, using the discrete Grönwall inequality and the fact that e0,h = 0, we get

∥en,h∥2 +
ν

2

∫ tn

0

∥∇en,h∥2 dt ≤ C∥ê∥2L2(0,T ;H1(Ω)) ∀1 ≤ n ≤ Nτ .

This inequality along with (4.16) and the identity y − yσ = ê + eσ prove (4.18).
Arguing as in the proof of (4.17), we deduce (4.19) from (4.18). The proof of the
boundedness of {yσ}σ in L∞(0, T ;H1(Ωh)) is an easy consequence of the previous
results. Indeed, first we recall that {ŷσ}σ is bounded in L∞(0, T ;H1(Ωh)) (Lemma
4.6). Now, we write

∥yσ∥L∞(0,T ;H1(Ωh)) ≤ ∥yσ − ŷσ∥L∞(0,T ;H1(Ωh)) + ∥ŷσ∥L∞(0,T ;H1(Ωh)).

It is enough to prove the boundedness of the first term. From an inverse inequality
[3, Section 4.5], the estimates (4.17) and (4.19), and the inequality τ ≤ C0h

2 we get

∥yσ − ŷσ∥L∞(0,T ;H1(Ωh)) ≤
C

h
∥yσ − ŷσ∥L∞(0,T ;L2(Ωh))

≤ C

h

{
∥yσ − y∥L∞(0,T ;L2(Ωh)) + ∥y − ŷσ∥L∞(0,T ;L2(Ωh))

}
≤ C ∀σ.
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To conclude the proof, we have to show the uniqueness of a solution of (4.8). Let us
assume that y1

σ,y
2
σ ∈ Yσ are two solutions of (4.8). Then we set yσ = y2

σ − y1
σ and

we will prove that yσ = 0. Subtracting the equations (4.8) for y2
σ and y1

σ and setting
wh = yn,h we get(

yn,h − yn−1,h

τn
,yn,h

)
+ a(yn,h,yn,h) = c(y1

n,h,y
1
n,h,yn,h)− c(y2

n,h,y
2
n,h,yn,h).

Since c(y2
n,h,yn,h,yn,h) = 0, then c(y2

n,h,y
2
n,h,yn,h) = c(y2

n,h,y
1
n,h,yn,h), therefore

c(y1
n,h,y

1
n,h,yn,h)− c(y2

n,h,y
2
n,h,yn,h) = −c(yn,h,y

1
n,h,yn,h).

Using this in the above identity and the boundedness of {y1
σ}σ in L∞(0, T ;H1(Ωh)),

we deduce

1

2
∥yn,h∥2 −

1

2
∥yn−1,h∥2 +

1

2
∥yn,h − yn−1,h∥2 + ντn∥∇yn,h∥2

= −τnc(yn,h,y
1
n,h,yn,h) ≤ τn∥∇y1

n,h∥∥yn,h∥∥∇yn,h∥

≤ ντn
2

∥∇yn,h∥2 +
1

2ν
∥∇y1

n,h∥2τn∥yn,h∥2,

hence

(1− Cτn)∥yn,h∥2 + ∥yn,h − yn−1,h∥2 + ντn∥∇yn,h∥2 ≤ ∥yn−1,h∥2.

Using once again the discrete Grönwall inequality and the fact that y0,h = 0, we
conclude that yσ = 0.

Remark 4.8. The estimates (4.16) and (4.18) can not be improved within our optimal
control setting. This is due to the regularity restrictions imposed by the nature of
problem. However, if yt ∈ L2[0, T ;H1(Ω)] then the assumption τ ≤ Ch2 can be
dropped, (see e.g. [10]) and the estimate read as O(τ+h). However, it is expected that
improved estimates in the L2[0, T ;L2(Ω)] norms hold, using an appropriate duality
argument. We will examine this issue in a subsequent work. Finally, we remark that
discontinuous time-stepping schemes for linear problems typically exhibit nodal (in
time) superconvergence (see e.g [32] and references within), under enhanced regularity
assumptions. However, it is not clear whether such properties hold, even for the
uncontrolled Navier-Stokes equations, with smooth solutions.

Hereinafter, we will assume

(4.21) ∃C0 > 0 such that τ ≤ C0h
2 ∀σ = (τ, h).

We establish a corollary of Theorem 4.7 that will be useful later.

Corollary 4.9. Assume that max{∥u∥L2(0,T ;L2(Ω)), ∥v∥L2(0,T ;L2(Ω))} ≤ M . Let
yu ∈ H2,1(ΩT ) ∩ C([0, T ];Y) be the solution of (2.1) and yσ(v) ∈ Yσ the solution
of the discrete equation (4.8) corresponding to the control v. Then, there exists a
constant CM > 0 such that

∥yu − yσ(v)∥L∞(0,T ;L2(Ωh)) + ∥yu − yσ(v)∥L2(0,T ;H1(Ωh))

≤ CM

{
h+ ∥u− v∥L2(0,T ;L2(Ω))

}
(4.22)
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Moreover, if uσ ∈ Uσ for every σ and uσ ⇀ u weakly in L2(0, T ;L2(Ω)), then

(4.23)

 ∥yu − yσ(uσ)∥L2(0,T ;H1(Ωh)) → 0,
∥yu − yσ(uσ)∥Lp(0,T ;L2(Ωh)) → 0 ∀1 ≤ p < +∞,
∥yu(T )− yσ(uσ)(T )∥L2(0,T ;L2(Ωh)) → 0.

Proof. From (4.18) and (4.21), we get

∥yu − yσ(v)∥L2(0,T ;H1(Ωh)) ≤ ∥yu − yv∥L2(0,T ;H1(Ωh)) + ∥yv − yσ(v)∥L2(0,T ;H1(Ωh))

≤ ∥G(u)−G(v)∥L2(0,T ;H1(Ω)) + Ch,

where C depends on ∥yΩ∥H1(Ω) and ∥yv∥H2,1(ΩT ), bounded by ∥v∥L2(0,T ;L2(Ω)). On
the other hand, since G : L2(0, T ;L2(Ω)) −→ H2,1(ΩT ) ∩C([0, T ];Y) is of class C∞,
we can apply the mean value theorem to get (4.22), with CM depending on M . Using
(4.19), we can repeat the same argument to get the estimate in L∞(0, T ;L2(Ωh)).

To prove (4.23) we set yu−yσ(uσ) = (yu−yuσ
)+(yuσ

−yσ(uσ)). From the well known
properties of equation (2.1) and the boundedness of {f + uσ}σ in L2(0, T ;L2(Ω)),
we have that ∥yuσ∥H2,1(ΩT ) ≤ C. Furthermore, any subsequence of {yuσ}σ weakly
convergent in H2,1(ΩT ), converges to yu. This is easily proved by passing to the limit
in (2.1). Then, we have that yuσ ⇀ yu weakly in H2,1(ΩT ). From the compactness
of the embeddings H2,1(ΩT ) ⊂ L2(0, T ;H1(Ω)) and H2,1(ΩT ) ⊂ Lp(0, T ;L2(Ω)) (1 ≤
p < +∞) and the compactness of the trace H2,1(ΩT ) ↪→ L2(∂ΩT ) we obtain

∥yu − yuσ∥L2(0,T ;H1(Ωh)) + ∥yu − yuσ∥Lp(0,T ;L2(Ωh)) + ∥yu(T )− yuσ (T )∥L2(Ωh) → 0.

On the other hand, from (4.18) and (4.21) we get

∥yuσ (T )− yσ(uσ)(T )∥+ ∥yuσ − yσ(uσ)∥L2(0,T ;H1(Ωh)) → 0,

and with (4.19), ∥yuσ − yσ(uσ)∥L∞(0,T ;L2(Ωh)) → 0, which combined with the estab-
lished convergences imply (4.23).

We finish this section studying the differentiability of the relation u → yσ(u).

Theorem 4.10. The mapping Gσ : L2(0, T ;L2(Ω)) −→ Yσ, defined by Gσ(u) =
yσ(u) solution of (4.8), is of class C∞. Moreover, zσ(v) = G′

σ(u)v is the unique
solution of the problem

(4.24)



For n = 1, . . . , Nτ , and ∀wh ∈ Yh,(
zn,h − zn−1,h

τn
,wh

)
+ a(zn,h,wh) + c(zn,h,yn,h,wh)

+c(yn,h, zn,h,wh) =
1
τn

∫ tn
tn−1

(v(t),wh) dt,

z0,h = 0,

where we have set yσ = yσ(u).

Proof. Let us consider the mapping Fσ : Yσ×L2(0, T ;L2(Ω)) −→ Y ′
σ, Fσ(yσ,u) = gσ,

where gσ is defined by

⟨gσ,wσ⟩ =
Nτ∑
n=1

{(yn,h − yn−1,h,wn,h) + τn[a(yn,h,wn,h) + c(yn,h,yn,h,wn,h)]}

−
Nτ∑
n=1

∫ tn

tn−1

(f(t) + u(t),wn,h) dt ∀wσ ∈ Yσ.
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Obviously, Fσ is of class C∞ and ĝσ = ∂Fσ

∂yσ
(yσ,u)zσ is defined by

⟨ĝ,wσ⟩ =
Nτ∑
n=1

{(zn,h − zn−1,h,wn,h) + τna(zn,h,wn,h)}

+

Nτ∑
n=1

{τn[c(yn,h, zn,h,wn,h) + c(zn,h,yn,h,wn,h)]} , with z0,h = 0.

On the other hand, Fσ(Gσ(u),u) = Fσ(yσ(u),u) = 0 for every u ∈ L2(0, T ;L2(Ω)).
The proof is a consequence of the implicit function theorem, we need to prove that
∂Fσ

∂yσ
(yσ(u),u) : Yσ −→ Y ′

σ is an isomorphism for every u. In fact, we will prove

that ∂Fσ

∂yσ
(yσ,u) is an isomorphism for every (yσ,u) ∈ Yσ × L2(0, T ;L2(Ω)). Since

∂Fσ

∂yσ
(yσ,u) is a linear mapping between two spaces of the same finite dimension, it is

enough to prove that it is injective. Suppose that ∂Fσ

∂yσ
(yσ,u)zσ = 0 for some zσ ∈ Yσ.

Applying ∂Fσ

∂yσ
(yσ,u)zσ ∈ Y ′

σ to zσ and using that c(yn,h, zn,h, zn,h) = 0, we get

Nτ∑
n=1

{(zn,h − zn−1,h, zn,h) + τn[a(zn,h, zn,h) + c(zn,h,yn,h, zn,h)]} = 0.

Hence,

Nτ∑
n=1

{
1

2
∥zn,h∥2 −

1

2
∥zn−1,h∥2 +

1

2
∥zn,h − zn−1,h∥2 + ντn∥∇zn,h∥2

}

≤
Nτ∑
n=1

τn∥∇yn,h∥∥zn,h∥∥∇zn,h∥

≤ 1

ν
∥yσ∥L∞(0,T ;H1(Ωh))

Nτ∑
n=1

τn∥zn,h∥2 +
ν

2

Nτ∑
n=1

τn∥∇zn,h∥2.

Again, an application of the discrete Grönwall inequality and the fact that z0,h = 0
imply that zσ = 0.

4.2. Analysis of the discrete adjoint state equation. Along this section,
as well as in the rest of the paper, the condition (4.21) is assumed. As a consequence
of Theorem 4.10 and applying the chain rule, we get that Jσ : L2(0, T ;L2(Ω)) −→ R
is of class C∞ and we have a first expression of its derivative as follows

J ′
σ(u)v =

∫ T

0

∫
Ωh

(yσ − yd)zσ dxdt

+γ

∫
Ωh

(yσ(T )− yd)zσ(T ) dx+ λ

∫ T

0

∫
Ωh

uv dxdt,

where yσ = yσ(u) = Gσ(u) and zσ = G′
σ(u)v is the solution of (4.24). As usual in

control theory, we have to introduce the adjoint state to simplify the expression of
this derivative. To this end we consider the discrete adjoint state equation: we look
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for φσ ∈ Yσ such that

(4.25)



for n = Nτ , . . . , 1, and ∀wh ∈ Yh,(
φn,h −φn+1,h

τn
,wh

)
+ a(φn,h,wh) + c(wh,yn,h,φn,h)

+c(yn,h,wh,φn,h) =
1
τn

∫ tn
tn−1

(yn,h − yd(t),wh) dt,

φNτ+1,h = γ(yNτ ,h − yΩh
).

Observe that in the above system, first we compute φNτ ,h from φNτ+1,h = γ(yNτ ,h−
yΩh

) and then we descend in n until n = 1. Unlike the discrete states yσ, we will set
for the discrete adjoint states φσ(tn−1) = φn,h for every 1 ≤ n ≤ Nτ .

System (4.25) corresponds to the discretization of the backward equation (3.5). Using
that {yσ}σ is bounded in L∞(0, T ;H1(Ωh)) (Theorem (4.7)), then we can proceed
in the same way as we did in the proof of Theorem 4.10 to obtain the existence and
uniqueness of a solution of (4.25). Below we check that this is actually the discrete
adjoint state equation. To this end we use (4.24) and (4.25) to show that∫ T

0

∫
Ωh

(yσ − yd)zσ dxdt

=

Nτ∑
n=1

∫ tn

tn−1

(yn,h − yd(t), zn,h) dt =

Nτ∑
n=1

(φn,h −φn+1,h, zn,h)

+

Nτ∑
n=1

τn[a(φn,h, zn,h) + c(zn,h,yn,h,φn,h) + c(yn,h, zn,h,φn,h)]

=

Nτ∑
n=1

(zn,h − zn−1,h,φn,h)− (φNτ+1,h, zNτ ,h) + (φ1,h, z0,h)

+

Nτ∑
n=1

τn[a(zn,h,φn,h) + c(zn,h,yn,h,φn,h) + c(yn,h, zn,h,φn,h)]

=

∫ T

0

∫
Ωh

vφσ dxdt− γ

∫
Ωh

(yσ(T )− yΩh
)zσ(T ) dx,

where we have used that φNτ+1,h = γ(yNτ ,h − yΩh
) = γ(yσ(T )− yΩh

) and z0,h = 0.
From the obtained identity and the expression of J ′

σ(u)v given above we conclude

(4.26) J ′
σ(u)v =

∫ T

0

∫
Ωh

(φσ + λu)v dxdt.

The next theorem states the error estimates in the approximation of the adjoint state
equation.

Theorem 4.11. Given u ∈ L2(0, T ;L2(Ω)), let y = yu be the associated state,
solution of (2.1), φ the associated adjoint state, solution of (3.5), yσ = yσ(u) the
associated discrete state, solution of (4.8), and φσ the associated discrete adjoint
state, solution of (4.25). Then, {φσ}σ is bounded in L∞(0, T ;H1(Ωh)) and there
exists a constant C > 0 independent of σ and u such that

∥φ−φσ∥L∞(0,T ;L2(Ωh)) + ∥φ−φσ∥L2(0,T ;H1(Ωh))

≤ Ch
{
∥u∥L2(0,T ;L2(Ω)) + ∥y0∥H1(Ω) + ∥yΩ∥H1(Ω)

}
.(4.27)
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Proof. Define the operator Rσ : C([0, T ];L2(Ω)) −→ Yσ by (Rσw)n,h = Phw(tn−1)
for 1 ≤ n ≤ Nτ , with Ph given in Definition 4.1. As for the discrete adjoint states, we
fix (Rσw)(tn−1) = (Rσw)n,h. Analogously to (4.12) and (4.14), we have the estimates
for every w ∈ H2,1(ΩT ) ∩ C([0, T ],Y)

∥w −Rσw∥L2(0,T ;L2(Ωh)) ≤ C
{
τ∥w′∥L2(0,T ;L2(Ω)) + h2∥w∥L2(0,T ;H2(Ω))

}
,(4.28)

∥w −Rσw∥L2(0,T ;H1(Ωh)) ≤ C
{ τ

h
∥w′∥L2(0,T ;L2(Ω)) + h∥w∥L2(0,T ;H2(Ω))

}
.(4.29)

We set ϵ = φ − φσ = (φ − Rσφ) + (Rσφ − φσ) = η + ϵσ. According to our
notation above fixed, we have η(tn) = φ(tn) − (Rσφ)(tn) = φ(tn) − (Rσφ)n+1,h =
φ(tn)−Phφ(tn), for 0 ≤ n ≤ Nτ − 1. Also we have ϵσ(tn) = ϵn+1,h, 0 ≤ n ≤ Nτ − 1.
Setting (Rσw)Nτ+1,h = Phw(T ) and recalling that φNτ+1,h = γ(yNτ ,h − yΩh

), then
the previous identities are also well defined for n = Nτ . Then, (3.5) and (4.25) lead
to the identities, n = Nτ , . . . , 1,

(ϵ(tn−1)− ϵ(tn),wh) +

∫ tn

tn−1

a(ϵ(t),wh) dt

+

∫ tn

tn−1

[c(y(t),wh,φ(t)) + c(wh,y(t),φ(t))] dt

−
∫ tn

tn−1

[c(yn,h,wh,φn,h) + c(wh,yn,h,φn,h)] dt =

∫ tn

tn−1

(y(t)− yn,h,wh)dt.

Now, writing ϵ = η + ϵσ and taking into account that

(η(tn),wh) = (φ(tn)− Phφ(tn),wh) = 0 ∀wh ∈ Yh and for 0 ≤ n ≤ Nτ ,

we obtain for wh = ϵn,h

(ϵn,h − ϵn+1,h, ϵn,h) +

∫ tn

tn−1

a(ϵn,h, ϵn,h) dt

=

∫ tn

tn−1

(y(t)− yn,h, ϵn,h) dt−
∫ tn

tn−1

a(η(t), ϵn,h) dt

+

∫ tn

tn−1

[c(yn,h, ϵn,h,φn,h) + c(ϵn,h,yn,h,φn,h)] dt

−
∫ tn

tn−1

[c(y(t), ϵn,h,φ(t)) + c(ϵn,h,y(t),φ(t))] dt,

hence

1

2
∥ϵn,h∥2 −

1

2
∥ϵn+1,h∥2 +

1

2
∥ϵn,h − ϵn+1,h∥2 + ν

∫ tn

tn−1

∥∇ϵn,h∥2dt

≤
∫ tn

tn−1

∥y(t)− yσ(t)∥∥ϵn,h∥ dt+ ν

∫ tn

tn−1

∥∇η(t)∥∥∇ϵn,h∥dt

+

∫ tn

tn−1

[c(yn,h, ϵn,h,φn,h)− c(y(t), ϵn,h,φ(t))] dt

+

∫ tn

tn−1

[c(ϵn,h,yn,h,φn,h)− c(ϵn,h,y(t),φ(t))] dt.(4.30)
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Let us estimate the right hand side of (4.30).∫ tn

tn−1

∥y(t)− yσ(t)∥∥ϵn,h∥dt+ ν

∫ tn

tn−1

∥∇η(t)∥∇ϵn,h∥dt

≤ 1

2

∫ tn

tn−1

∥y(t)− yσ(t)∥2 dt+
τn
2
∥ϵn,h∥2

+2ν

∫ tn

tn−1

∥∇η(t)∥2 dt+ ν

8

∫ tn

tn−1

∥∇ϵn,h∥2 dt.

Now we proceed with the second term∣∣∣∣∣
∫ tn

tn−1

[c(yn,h, ϵn,h,φn,h)− c(y(t), ϵn,h,φ(t))] dt

∣∣∣∣∣
=

∣∣∣∣∣
∫ tn

tn−1

[c(yσ(t)− y(t), ϵn,h,φ(t))− c(yσ(t), ϵn,h, ϵ(t))] dt

∣∣∣∣∣
=

∣∣∣∣∣
∫ tn

tn−1

[c(yσ(t)− y(t), ϵn,h,φ(t))− c(yσ(t), ϵn,h,η(t))] dt

∣∣∣∣∣
≤ ∥φ∥L∞(0,T ;H1(Ω))

∫ tn

tn−1

∥y(t)− yσ(t)∥H1(Ωh)∥∇ϵn,h∥dt

+∥yσ∥L∞(0,T ;H1(Ωh))

∫ tn

tn−1

∥η(t)∥H1(Ωh)∥∇ϵn,h∥dt

C

∫ tn

tn−1

[
∥y(t)− yσ(t)∥2H1(Ωh)

+ ∥η(t)∥2H1(Ωh)

]
dt+

ν

4

∫ tn

tn−1

∥∇ϵn,h∥2 dt.

For the last term of (4.30), we first observe that

c(ϵn,h,yn,h,φn,h)− c(ϵn,h,y(t),φ(t))

= −[c(ϵn,h,y(t)− yσ(t),φ(t)) + c(ϵn,h,yσ(t),η(t)) + c(ϵn,h,yσ(t), ϵn,h)].

The first two terms can be estimated in a similar way to the previous one. For the
last we get∣∣∣∣∣

∫ tn

tn−1

c(ϵn,h,yσ(t), ϵn,h) dt

∣∣∣∣∣ ≤ √
2∥yσ∥L∞(0,T ;H1(Ωh))

∫ tn

tn−1

∥ϵn,h∥∥∇ϵn,h∥dt

≤ Cτn∥ϵn,h∥2 +
ν

8

∫ tn

tn−1

∥∇ϵn,h∥2 dt.

Collecting all the estimates, we infer from (4.30)

(1− Cτn)∥ϵn,h∥2 + ∥ϵn,h − ϵn+1,h∥2 +
ν

4

∫ tn

tn−1

∥∇ϵn,h∥2dt

≤ ∥ϵn+1,h∥2 + C

{∫ tn

tn−1

∥η(t)∥2H1(Ωh)
dt+

∫ tn

tn−1

∥y(t)− yσ(t)∥2 dt

}
.
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To conclude the proof it is enough to use the discrete Grönwall inequality along
with (4.11), (4.18), (4.21), (4.29) and the fact that the H2,1(ΩT ) norm of φ can be
estimated by the L2(0, T ;L2(Ω)) norm of y−yd and the H1(Ω) norm of yΩ, and the
L2(0, T ;L2(Ω)) norm of y is estimated by the L2(0, T ;L2(Ω)) norm of u.

As a consequence of the previous theorem we have the following result analogous to
Corollary 4.9.

Corollary 4.12. Assume that max{∥u∥L2(0,T ;L2(Ω)), ∥v∥L2(0,T ;L2(Ω))} ≤ M . Let
φu ∈ H2,1(ΩT ) ∩ C([0, T ];Y) be the solution of (3.5) and φσ(v) ∈ Yσ the solution
of the discrete equation (4.25) corresponding to the control v. Then, there exists a
constant CM > 0 such that

∥φu −φσ(v)∥L∞(0,T ;L2(Ωh)) + ∥φu −φσ(v)∥L2(0,T ;H1(Ωh))

≤ CM

{
h+ ∥u− v∥L2(0,T ;L2(Ω))

}
(4.31)

Proof. First we observe that (4.27) implies

∥φu −φσ(v)∥L2(0,T ;H1(Ωh)) ≤ ∥φu −φv∥L2(0,T ;H1(Ωh)) + Ch,

where C depends on ∥u∥L2(0,T ;L2(Ω)). We proceed analogously to get the estimate
for ∥φu − φσ(v)∥L∞(0,T ;L2(Ωh)). Now, we estimate φu − φv in L2(0, T ;H1(Ω)) and
L∞(0, T ;L2(Ω)), respectively. Let us set φ = φu−φv, then subtracting the equations
satisfied by φu and φv, we get

−(φt,w) + a(φ,w) = (yu − yv,w)

+c(w,yv,φv) + c(yv,w,φv)− c(w,yu,φu)− c(yu,w,φu).

Taking w = φ and using the identities

c(φ,yv,φv)− c(φ,yu,φu) = c(φ,yv − yu,φv)− c(φ,yu,φ),

c(yv,φ,φv)− c(yu,φ,φu) = c(yv − yu,φ,φv),

we deduce by integration in the interval (t, T ) and the equality φ(T ) = φu(T ) −
φv(T ) = γ(yu(T )− yv(T ))

1

2
∥φ(t)∥2 − γ2 1

2
∥yu(T )− yv(T )∥2 + ν

∫ T

t

∥∇φ(s)∥2 ds

≤
∫ T

t

∥yu(s)− yv(s)∥∥φ(s)∥ ds

+C

∫ T

t

∥
{
∥φ(s)∥1/2∥∇φ(s)∥1/2∥∇yv(s)−∇yu(s)∥∥φv(s)∥H1(Ω)

}
ds

+C

∫ T

t

∥φ(s)∥∥∇φ(s)∥∥∇yu∥ds

+C

∫ T

t

∥yv(s)− yu(s)∥H1(Ω)∥∇φ(s)∥∥φv(s)∥H1(Ω) ds.

Since yu,φv ∈ L∞(0, T ;H1(Ω)), with norms estimated by a constant depending on
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M , we infer from the above inequality

1

2
∥φ(t)∥2 − γ2 1

2
∥yu(T )− yv(T )∥2 + ν

∫ T

t

∥∇φ(s)∥2 ds

≤ 1

2

∫ T

t

∥yu(s)− yv(s)∥2 ds+
1

2

∫ T

t

∥φ(s)∥2 ds

+C

∫ T

t

{
∥φ(s)∥2 + ∥yv(s)− yu(s)∥2H1(Ω)

}
ds+

ν

2

∫ T

t

∥∇φ(s)∥2 ds.

On the other hand, we have

∥yu − yv∥H2,1(ΩT ) = ∥G(u)−G(v)∥H2,1(ΩT )

≤ sup
0≤ρ≤1

∥G′(u+ ρ(v − u))∥∥u− v∥L2(0,T ;L2(Ω)) ≤ C∥u− v∥L2(0,T ;L2(Ω)),

where C depends on M . The last two inequalities lead to

∥φ(t)∥2 + ν

∫ T

t

∥∇φ(s)∥2 ds

≤ C

{
∥yu(T )− yv(T )∥2 + ∥yu − yv∥2L2(0,T ;H1(Ω)) +

∫ T

t

∥φ(s)∥2 ds

}

≤ C

{
∥yu − yv∥2H2,1(ΩT ) +

∫ T

t

∥φ(s)∥2 ds

}

≤ C

{
∥u− v∥2L2(0,T ;L2(Ω)) +

∫ T

t

∥φ(s)∥2 ds

}
∀t ∈ [0, T ].

Now the Grönwall inequality implies

∥φ(t)∥ ≤ C∥u− v∥L2(0,T ;L2(Ω)) ∀t ∈ [0, T ],

which also implies with the aid of the previous estimates

ν

∫ T

0

∥∇φ(s)∥2 ds ≤ C∥u− v∥2L2(0,T ;L2(Ω)),

which concludes the proof.

4.3. Convergence of the discrete control problem. In this section we an-
alyze the convergence of the solutions of control problems (Pσ) towards solutions of
the continuous problem (P). Since these problems are not convex, we will also ad-
dress the issue of the approximation of local solutions of problem (P). It is clear that
every problem (Pσ) has at least one solution because it consists of the minimization
of a continuous and coercive function on a nonempty closed subset of a finite dimen-
sional space. The next theorem proves the convergence of these discrete solutions to
solutions of problem (P).

Theorem 4.13. For every σ = (τ, h) let ūσ be a global solution of problem (Pσ),
then the sequence {ūσ}σ is bounded in L2(0, T ;L2(Ω)) and there exist subsequences,
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denoted in the same way, converging to a point ū weakly in L2(0, T ;L2(Ω)). Any of
these limit points is a solution of problem (P). Moreover, we have

(4.32) lim
σ→0

∥ū− ūσ∥L2(0,T ;L2(Ωh)) = 0 and lim
σ→0

Jσ(ūσ) = J(ū).

Remark 4.14. Strictly speaking, it is not correct to claim that sequence {ūσ}σ is
bounded in L2(0, T ;L2(Ω)) because ūσ is only defined in (0, T )×Ωh, with Ωh ⊂ Ω, for
σ = (τ, h). We will prove that ∥uσ∥L2(0,T ;L2(Ωh)) ≤ C for some constant independent
of σ. Now, if we take any element v ∈ L2(0, T ;L2(Ω)) and we extend every ūσ to
(0, T )×Ω by setting ūσ(t, x) = v(t, x) for every (t, x) ∈ (0, T )×(Ω\Ωh), then we have
that these extensions constitute a sequence of bounded functions in L2(0, T ;L2(Ω)) and
every weak limit point is a solution of (P), it does not matter the choice of v. This is
a consequence of the property (4.1). The theorem should be understood in this sense.

Proof. Let ũ be a solution of problem (P) and let us take uσ ∈ Uσ defined by

(4.33) uσ =

Nτ∑
n=1

∑
T∈Th

un,TχnχT , with un,T =
1

τn|T |

∫ tn

tn−1

∫
T

ũ(t, x) dxdt.

Then, uσ is the L2(0, T ;L2(Ωh)) projection of ũ on Yσ. From our assumptions (A1)-
(A3), we have that ∥ũ − uσ∥L2(0,T ;L2(Ωh)) → 0 when σ → 0. Using Corollary 4.9,
we deduce easily that Jσ(uσ) → J(ũ). On the other hand, it is immediate that
uσ ∈ Uσ,ad for every σ, then the optimality of ūσ and the definition of Jσ lead to

λ

2
∥ūσ∥2 ≤ Jσ(ūσ) ≤ Jσ(uσ) ≤ C ∀σ.

Therefore, we deduce the existence of subsequences weakly convergent. Let ū be one
of these limit points. Obviously the property ū ∈ Uad holds. Moreover, using again
Corollary 4.9 and the convexity of the cost functional in the third term involving the
control, we have

inf (P) ≤ J(ū) ≤ lim inf
σ→0

Jσ(ūσ) ≤ lim sup
σ→0

Jσ(ūσ) ≤ lim sup
σ→0

Jσ(uσ) = J(ũ) = inf (P)

which implies that ū is a solution of (P) as well as the convergence Jσ(ūσ) → J(ū).
From this convergence along with the convergence properties of yūσ → yū given
in Corollary 4.9, we get ∥ūσ∥L2(0,T ;L2(Ωh)) → ∥ū∥L2(0,T ;L2(Ω)). Invoking once again
(4.1), we obtain the strong convergence of {ūσ}σ to ū stated in (4.32).

The next theorem is important from a practical point of view because it states that
every strict local minimum of problem (P) can be approximated by local minima of
problems (Pσ).

Theorem 4.15. Let ū be a strict local minimum of (P), then there exists a sequence
{ūσ}σ of local minima of problems (Pσ) such that (4.32) holds.

Proof. Let ū be a strict local minimum of (P), then there exists ε > 0 such that ū is
the unique solution of

(Pε) min
u∈Uad∩B̄ε(ū)

J(u).
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Let us extend all the elements of Uσ to (0, T )×Ω by taking uσ(t, x) = ū(t, x) for any
(t, x) ∈ (0, T )× (Ω \ Ωh). Now, we consider the discrete problems

(Pε,σ) min
uσ∈Uσ,ad∩B̄ε(ū)

Jσ(uσ).

For every σ sufficiently small, the problem (Pε,σ) has at least one solution. Indeed,
the only delicate point is to check that Uσ,ad ∩ B̄ε(ū) is not empty. To this end, we
define uσ ∈ Uσ,ad as in (4.33), with ũ replaced by ū. Then, ∥ū−uσ∥L2(0,T ;L2(Ω)) → 0,
therefore uσ ∈ Uσ,ad∩ B̄ε(ū) for any σ sufficiently small. Let ūσ be a solution of (Pε).
Then we can argue as in the proof of Theorem 4.13 to deduce that any subsequence of
{ūσ}σ converges strongly in L2(0, T ;L2(Ω)) to a solution of (Pε). Since this problem
has a unique solution, we have ∥ū − ūσ∥L2(0,T ;L2(Ω)) → 0 for the whole sequence as
σ → 0. This implies that the constraint ūσ ∈ B̄ε(ū) is not active for σ small, and
hence ūσ is a local solution of (Pσ) and (4.32) is fulfilled.

4.4. Error estimates. We still assume that (4.21) holds. In this section ū will
denote a local solution of problem (P) and for every σ, ūσ denotes a local solution of
(Pσ) such that ∥ū− ūσ∥L2(0,T ;L2(Ωh)) → 0; see Theorems 4.13 and 4.15. Hereinafter,
all the elements u ∈ Uσ are extended to (0, T ) × Ω by setting u(t, x) = ū(t, x) for
(t, x) ∈ (0, T ) × (Ω \ Ωh). We will also denote by ȳ and φ̄ the state and adjoint
state associated to ū, and ȳσ and φ̄σ will denote the discrete state and adjoint state
associated to ūσ. The goal of this section is to prove the following theorem.

Theorem 4.16. Suppose that (3.18) holds. Then, there exists a constant C > 0
independent of σ such that

∥ū− ūσ∥L2(0,T ;L2(Ωh)) ≤ Ch,(4.34)

∥ȳ − ȳσ∥L∞(0,T ;L2(Ωh)) + ∥ȳ − ȳσ∥L2(0,T ;H1(Ωh)) ≤ Ch,(4.35)

∥φ̄− φ̄σ∥L∞(0,T ;L2(Ωh)) + ∥φ̄− φ̄σ∥L2(0,T ;H1(Ωh)) ≤ Ch.(4.36)

The estimates (4.35) and (4.36) are an immediate consequence of (4.34), (4.22) and
(4.31). We only have to prove (4.34). To this end, we proceed by contradiction and
we assume that it is false. This implies that

lim sup
σ→0

1

h
∥ū− ūσ∥L2(0,T ;L2(Ωh)) = +∞,

therefore, there exists a sequence of σ such that

(4.37) lim
σ→0

1

h
∥ū− ūσ∥L2(0,T ;L2(Ωh)) = +∞.

We will obtain a contradiction for this sequence. We need some lemmas. The first one
is concerned with the projection of ū on Uσ given by the formulas (4.33) and denoted
in the sequel by uσ. Let us recall that according to Theorem 3.3, the regularity
ū ∈ H1(ΩT ) holds for any local minimum.

Lemma 4.17. There exists a constant C > 0 independent of σ such that

(4.38) ∥ū− uσ∥H1(ΩTh)∗ + h∥ū− uσ∥L2(0,T ;L2(Ωh)) ≤ Ch2∥ū∥H1(ΩT ),

where ΩTh = (0, T )× Ωh.
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Proof. The estimate in the L2(0, T ;L2(Ωh)) norm is well know. Let us check the
estimate in the H1(ΩTh)

∗ norm. Let v ∈ H1(ΩTh) be any element and take vσ as the
projection according to the expression (4.33). From the definition of the projection
we have∫ T

0

∫
Ωh

v(ū− uσ) dtdx =

∫ T

0

∫
Ωh

(v − vσ)(ū− uσ) dtdx

≤ ∥v − vσ∥L2(0,T ;L2(Ωh))∥ū− uσ∥L2(0,T ;L2(Ωh)) ≤ Ch2∥ū∥H1(ΩT )∥v∥H1(ΩTh),

which proves the lemma.

Since ūσ is a local minimum of (Pσ) , Jσ is a C∞ mapping and uσ ∈ Uσ,ad, then
J ′
σ(ūσ)(uσ − ūσ) ≥ 0. This inequality can be rewritten in the form

J ′(ūσ)(ū− ūσ) + [J ′
σ(ūσ)− J ′(ūσ)](ū− ūσ)

+[J ′
σ(ūσ)− J ′(ū)](uσ − ū) + J ′(ū)(uσ − ū) ≥ 0.

On the other hand, since ūσ ∈ Uad, then J ′(ū)(ūσ − ū) ≥ 0. Adding this inequality
to the last one, we obtain

[J ′(ūσ)− J ′(ū)](ūσ − ū) ≤ [J ′
σ(ūσ)− J ′(ūσ)](ū− ūσ)

+[J ′
σ(ūσ)− J ′(ū)](uσ − ū) + J ′(ū)(uσ − ū).(4.39)

This inequality is crucial in the proof. First, we get an estimate from below for the
left hand side, then we estimate from above the three terms of the right hand side.

Lemma 4.18. Suppose that {ūσ}σ satisfies (4.37) and let δ > 0 be given by Remark
3.5. Then, there exists σ0 such that

(4.40)
1

2
min{δ, λ}∥ūσ − ū∥2L2(0,T ;L2(Ωh))

≤ [J ′(ūσ)− J ′(ū)](ūσ − ū) if |σ| < |σ0|.

Proof. In this proof, we follow the steps of [7, Lemma 7.2]. Applying the mean value
theorem we get for some ûσ = ū+ θh(ūσ − ū)

(4.41) [J ′(ūσ)− J ′(ū)](ūσ − ū) = J ′′(ûσ)(ūσ − ū)2.

Set ρσ = ∥ūσ − ū∥L2((0,T ;L2(Ωh)) and vσ = 1
ρσ

(ūσ − ū). Taking a subsequence,

we can assume that vσ ⇀ v in L2((0, T ;L2(Ωh)). Let us prove that v belongs
to the critical cone Cū defined in (3.11). First, remark that every vσ satisfies the
sign conditions (3.12)-(3.13), hence v also does. Now, we show that vj(t, x) = 0
if dj(t, x) ̸= 0, d̄ being defined by (3.10). Denote d̄σ = J ′

σ(ūσ) = φ̄σ + λūσ; see
(4.26). Observe that ∥ū − ūσ∥L2(0,T ;L2(Ωh)) → 0 and (4.31) imply the convergence
∥d̄− d̄σ∥L2(0,T ;L2(Ωh)) → 0. Now, we have∫ T

0

∫
Ω

d̄v dxdt = lim
σ→0

∫ T

0

∫
Ωh

d̄σvσ dxdt

lim
σ→0

1

ρσ

{∫ T

0

∫
Ωh

d̄σ(uσ − ū) dxdt+

∫ T

0

∫
Ωh

d̄σ(ūσ − uσ) dxdt

}
.
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From (4.37), (4.38) and the inequality J ′
σ(ūσ)(uσ − ūσ) ≥ 0 we conclude that∫ T

0

∫
Ω

d̄v dxdt ≤ lim
σ→0

1

ρσ

∫ T

0

∫
Ωh

d̄σ(uσ − ū) dxdt

≤ lim
σ→0

Ch

∥ūσ − ū∥L2((0,T ;L2(Ωh))
= 0.

Since v satisfies the sign conditions (3.12)-(3.13), then dj(t, x)vj(t, x) ≥ 0; hence
the above inequality implies that (3.14) holds as well, then v ∈ Cū. Now, from the
definition of vσ, (3.4) and (3.20) we get

lim
σ→0

J ′′(ûσ)(ūσ − ū)2

= lim
σ→0

{∫ T

0

∫
Ω

(|zvσ |2 − 2(zvσ · ∇)zvσφûσ
)dxdt+ γ

∫
Ω

|zvσ (T )|2 dx+ λ

}

=

∫ T

0

∫
Ω

(|zv|2 − 2(zv · ∇)zvφ̄)dxdt+ γ

∫
Ω

|zv(T )|2 dx+ λ

= J ′′(ū)v2 + λ
(
1− ∥v∥2L2((0,T ;L2(Ω))

)
≥ λ+ (δ − λ)∥v∥2L2((0,T ;L2(Ω)).

Taking into account that ∥v∥L2((0,T ;L2(Ω)) ≤ 1, these inequalities lead to

lim
σ→0

J ′′(ûσ)v
2
σ ≥ min{δ, λ} > 0,

which proves the existence of σ0 such that J ′′(ûσ)v
2
σ ≥ 1

2 min{δ, λ} ∀|σ| < |σ0|. From
this inequality, the definition of vσ and (4.41) we deduce (4.40).

With (4.39) and (4.40) we obtain

1

2
min{δ, λ}∥ūσ − ū∥2L2(0,T ;L2(Ωh))

≤ [J ′
σ(ūσ)− J ′(ūσ)](ū− ūσ)

+[J ′
σ(ūσ)− J ′(ū)](uσ − ūσ) + J ′(ū)(uσ − ū).(4.42)

Let us estimate the three terms of the right hand sided. From (3.3) and (4.26) along
with the fact that ū = ūσ in (0, T )× (Ω \ Ωh) we have

|[J ′
σ(ūσ)− J ′(ūσ)](ū− ūσ)| ≤ ∥φūσ

− φ̄σ∥L2(0,T ;L2(Ωh))∥ū− ūσ∥L2(0,T ;L2(Ωh)).

Taking u = v = ūσ in (4.31), the previous inequality leads to

(4.43) |[J ′
σ(ūσ)− J ′(ūσ)](ū− ūσ)| ≤ Ch∥ū− ūσ∥L2(0,T ;L2(Ωh)).

For the second term of (4.42) we use again (4.31) with u = ū and v = ūσ, and (4.38)

|[J ′
σ(ūσ)− J ′(ū)](uσ − ūσ)|

≤
{
∥φ̄σ − φ̄∥L2(0,T ;L2(Ωh)) + ∥ūσ − ū∥L2(0,T ;L2(Ωh))

}
∥uσ − ū∥L2(0,T ;L2(Ωh))

≤ C
{
h+ ∥ū− ūσ∥L2(0,T ;L2(Ωh))

}
h.(4.44)

Last, we estimate the third term using again (4.38)

(4.45) |J ′(ū)(uσ − ū)| ≤ ∥φ̄+ λū∥H1(ΩTh)∥uσ − ū∥H1(ΩTh)∗ ≤ Ch2.

Finally (4.34) follows from (4.42)-(4.45) with the help of Young’s inequality, which
contradicts (4.37).
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