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Abstract

The present work describes the development of a complete theoretical

framework of wave propagation in cylindrical waveguides possessing mi-

crostructure. In parallel, a thorough investigation of the full 3-D model of

wave propagation in cylinders is presented. The first step is the spectral

decomposition of the boundary value problem emerging via wave propaga-

tion analysis. The spectral representation of the specific gradient elasticity

problem reflects the ability to construct all the possible propagating modes

in cylindrical geometry. Several byproducts arise along the present work,

which constitute generalizations of well known important features of clas-

sical elasticity and are indispensable for modeling the gradient elasticity

problem. We note the construction of the set of dyadic Navier eigenfunc-

tions which constitute the generalization of the Navier eigenvectors. The

restriction of the Navier eigendyadics on cylindrical surfaces gives birth

to the dyadic cylindrical harmonics, which constitute the generalization

of the well known vector harmonics. This set is also a basis in the sense

that the trace of every dyadic field on a cylindrical surface can be repre-

sented as a countable superposition of dyadic cylindrical harmonics. The

method aims at providing the necessary theoretical establishment for the

determination of the dispersion curves emerging in cortical bones.

1 Introduction

The classical theory of elasticity is insufficient to describe the mechanical be-
havior of linear elastic materials when these materials exhibit a specific type
of microstructure. Liquid crystals, porous media, granular materials, polymers,
solids with micro cracks, dislocations and disclinations are illustrative cases
where the use of micro continuum field theories is necessary to provide appro-
priate solutions.
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The necessity of utilization of the so called micro-continuum theories is clar-
ified when we encounter the notion of length and time scale characterizing wave
fields participating in physical processes within materials with micro-structure.
For example, in [1] the authors investigate the propagation and scattering of elas-
tic plane waves by spherical inclusions with micro-structure, revealing the neces-
sity to develop enhanced elastic theories when the characteristic wave-length λ
of the exciting incident field is comparable to some internal characteristic length
l of the medium. In that case the response of every sub-continuum region to
the external stimulus obtains an individual role, rendering unsuccessfull the ax-
iom of locality. As an example, the classical theory of elasticity is well known
to predict two non dispersive waves (the longitudinal and the transverse one)
whose short wavelength behavior departs essentially from experimental obser-
vations. To take into consideration the non locality of the involved elastic fields,
several approaches have been followed modeling the microstructural effects in
a macroscopic manner by introducing higher-order strain gradient, micropolar
and couple stress theories. We note here the principal contributions of Mindlin
and co-workers [2],[3],[4], Aifantis and co-workers [5], [6],[7],[8] and Vardoulakis
and co-workers [9],[10] in connection with the higher-order strain theories. In
addition one may pay attention to the contribution of Eringen and co-workers
[11],[12] and [13] pertaining to the micropolar theories, as well as [14], [15], [16]
and [17] in connection with the couple-stress theories.

The implication of non classical theories in dynamic problems involving wave
propagation in beams and half-space has proved very promising [18],[19],[20] by
eliminating singularities or discontinuities of classical theory and capturing the
expected size effects and wave dispersion in cases where this was not possible
by classical elasticity methods. Especially the propagation of guided elastic
waves inside ”guiding” elastic structures characterized by co-existence of several
spatial scales is a physical problem of great significance from the theoretical
and applications point of view. Several multiple scattering phenomena arise
generated by the internal micro-components of the structure in conjunction
with the physical boundaries of the waveguide. Special study of elastic wave
propagation incorporating enhanced theories is attributed to Georgiadis and his
co-authors [21], [22].

From the application point of view, the investigation of guided waves in
elastic structures mimicking - although via a simple primitive 2-D model - the
cortical bones, have attracted the interest of the authors in [23] and [24], where it
has been shown that gradient elasticity can provide supplementary information
to better understand guided waves in porous media physically mimicking the
bone structure. These works have been suggested as alternative approaches to a
series of primitive studies ([25],[26], [27]) aiming at investigating non destructive
monitoring of biomedical systems within the framework of classical elastic wave
propagation. Thus the new approach revealed the importance of taking into
account the inner microstructure of the underlying physical systems.

In this work, there are two motives: the first one is to develop the complete
theoretical framework of wave propagation in cylindrical waveguides possessing
microstructure and the second one is the thorough investigation of the full 3-
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D model of wave propagation in cylinders mimicking long bones through the
use of appropriate geometry and microstructural parameters. In Section 2 we
give the connection of gradient elasticity with cortical bone. As far as the first
aim is concerned, we construct in Section 3 all the necessary theoretical tools,
very reminiscent of the notions introduced in [1], in order to obtain the spectral
decomposition of the boundary value problem emerging via wave propagation
analysis. The spectral representation of the specific gradient elasticity problem
reflects the ability to construct all the possible propagating modes in cylindrical
geometry. Several byproducts arise along the present work, which constitute
generalizations of well known important features of classical elasticity and are
indispensable for modeling the gradient elasticity problem. We note first that
we follow the very efficient dyadic formulation, conceived in [28] for practical
rather than physical reasons as already revealed in [1]. We focus also on the
construction of the set of dyadic Navier eigenfunctions which constitutes the
generalization of the Navier eigenvectors. This set is important since every
interior or exterior (radiating or attenuated) dyadic field of gradient elasticity
can be expressed as a countable expansion in terms of the elements of this
set. This fact is a fruitful spectral representation of solutions of the dynamic
equation of gradient elasticity in cylindrical coordinates. It is important to note
that the restriction of the Navier eigendyadics on cylindrical surfaces gives birth
to the dyadic cylindrical harmonics, which constitute the generalization of the
well known vector entities. This set is also a basis in the sense that the trace
of every dyadic field on a cylindrical surface can be represented as a countable
superposition of dyadic cylindrical harmonics.

In Section 4, we exploit the already constructed spectral representation to
solve the problem of wave propagation. More precisely, we force this represen-
tation to satisfy the free boundary conditions on the surface of the waveguide.
The resulting boundary conditions on the cylindrical surface are functionally
”projected” on the basis of the dyadic cylindrical harmonics and this process
in conjunction with the already constructed -in Section 2- orthogonality prop-
erties of the harmonics basis separates the infinite spectral representation and
leads to several linear finite algebraic systems. These systems involve as un-
knowns the wave spectral representation coefficients and are homogeneous due
to the free boundary conditions. Thus the determinants of these systems van-
ish giving birth to the construction of the dispersion relations along with the
propagating modes within the waveguide. These dispersion relations turn out
to be very complicated functions involving several constitutive parameters, and
interrelate the frequency ω with the axial wave number p. In particular, the
dependence of the dispersion relation on p is tremendously involved and highly
non linear. Thus the application of the present mathematical methodology to
the determination of the dispersion curves corresponding to the propagating
modes inside long cylinders - simulating cortical bones - requires a thorough
multi-parametric analysis w.r.t several physical and geometrical features of the
problem. This last task can not be a part of the present work, is independent,
consists of a very demanding numerical implementation involving consecutive
computer experiments and constitutes the target of work under preparation.
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2 Gradient elasticity and cortical bone

In recent years, gradient elastic theory has gained significant interest in deriving
analytical and numerical solutions of ultrasound propagation through cortical
bone [23], [24]. Although classical elastic theory has been extensively used in
bone studies it cannot provide a complete description of dynamic mechanical
behavior since it is associated with concepts of homogeneity and locality of
stresses. However, experimental observations have shown that in heterogeneous
materials with dimensions comparable to the length scale of the microstructure,
microstructural effects become important. In addition, the state of stress has
to be theoretically defined in a non-local manner.

Bones microstructural effects can be successfully modeled in a macroscopic
framework by employing enhanced elastic theories such as the couple stresses
theory proposed by Cosserat brothers [14] and generalized later by Eringen
as the micropolar elastic theory [40], the general higher-order gradient elastic
theory proposed by Mindlin [2] , and the non-local theory of elasticity of Eringen
[41] .

Furthermore, the versions of Mindlin’s general elasticity theory with mi-
crostructure (Georgiadis et al.[22], Tsepoura et al.[18]) have gained significant
interest since all tensors involved are symmetric being thus mathematically sim-
pler and more understandable from a physical point of view. One of the most
crucial and difficult issues in the enhanced theories as they apply to real prob-
lems is the determination of the internal length scale parameters. Very recently
Vavva et al. [24], exploiting the dipolar gradient elastic theory, derived analyti-
cally dispersion curves of guided waves propagating in a two dimensional and free
of stress gradient elastic plate mimicking the cortical bone. The two lengthscale
parameters introduced in the considered dipolar gradient elastic theory were
taken empirically to be about the size of an osteon. It was demonstrated in
[24] that when the elastic constants have different values, microstructure plays
a significant role in the propagation of the bulk longitudinal and shear waves by
inducing material and geometrical dispersion. It was also shown that the inser-
tion of the microstructural characteristics into the stress analysis gives rise to
major changes in the dispersion of the guided modes predicted by the classical
Lamb wave theory. This work was further extended by Papacharalampopoulos
et al. [38] by introducing four microstructural parameters in order to have a
more realistic modeling of cortical bone, since different intrinsic parameters for
shear and longitudinal waves are necessary. More specifically Pacacharalam-
bopoulos et al. [38] provide in Section IVa a clear and thorough connection
between the bone elastic and material parameters and the internal length scale
parameters used in Mindlin’s Form II gradient elastic theory.

Nevertheless, in the aforementioned studies cortical bone was modeled as
a two dimensional elastic plate. However Protopappas et al. [39] by using
the classical theory of elasticity have shown that the cylindrical geometry of
bone significantly affects the propagation of the higher order guided modes.
To this end, the present study could be regarded as a step towards realistic
modeling of the wave propagation in cortical bone exhibiting microstructure
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since for the first time the gradient theory of elasticity incorporating the full set
of microstructural length scale parameters is used to model analytically guided
wave propagation in three dimensional cylindrical geometry.

3 Gradient elasticity in cylindrical geometry

Mindlin in [2] suggested several forms concerning the variation of energy with
strains and microstructural variables in materials with gradient features. The
most appropriate form in elastic propagation in the framework of the long-wave
length approximation, turns out to be form II of Mindlin [2] according to which
the variation of the energy (potential energy per unit-macrovolume) becomes
(see [1]) (using Einstein’s summation convention)

δU = τijδǫij + µijkδκijk (1)

where ǫij is the usual strain (now the macro-strain), τij the ”macroscopic”
Cauchy stress, µijk the double stress tensor and κijk ≡ ∂iǫjk is the gradient of
the macro-stress tensor.

It is preferable to work with dyadic displacements [28] since it helps in in-
corporating uniformly all possible polarizations and in building a framework
suitable to study Green’s functions as well. We introduce thus the dyadic dis-
placement field ũ = ulx̂l where ul = ujlx̂j are the cartesian vector compo-

nents. The macro-strain tensor ẽ = 1
2

(
∇ũ+ (∇ũ)

213
)
is now a triadic [1] and

so is the Cauchy stress tensor τ̃ . The superscript (213) stands for a specific
permutation of the components of the triadic to which it refers. For exam-
ple (x̂ix̂jx̂k)

213
= x̂jx̂ix̂k. Relevant symbolism is valid for higher order dyads.

The gradient of the strain (∇ẽ) becomes now a tensor of fourth order and this
property is inherited to the double stress tetradic: µ̃ = µijklx̂ix̂jx̂kx̂l. The con-
stitutive relations connecting strains and stresses are given in [2] and reflect the
simplest possible assumption of a homogeneous, isotropic, quadratic (in terms
of its arguments) energy density. More precisely, we express the Cauchy and
double stresses as follows

τ̃ = 2µẽ+ λĨ (∇ · ũ) = µ
(
∇ũ+ (∇ũ)

213
)
+ λĨ (∇ · ũ) , (2)

and

µ̃ =
1

2
a1[(̃I∆ũ)3124 + Ĩ∇∇ · ũ+ (̃I∇∇ · ũ)3124 + (̃I∇∇ · ũ)1324]

+ 2a2(̃I∇∇ · ũ)3124 +
1

2
a3 [̃I∆ũ+ Ĩ∇∇ · ũ+ (̃I∆ũ)1324 + (̃I∇∇ · ũ)1324]

+ a4[∇∇ũ+ (∇∇ũ)2314] +
1

2
a5[2(∇∇ũ)3124 +∇∇ũ+ (∇∇ũ)2314] (3)

where µ = µmac −
2g2

2

b2+b3
, λ+ 2µ = λmac + 2µmac −

8g2

2

3(b2+b3)
− (3g1+2g2)

2

3(3b1+b2+b3)
. The

parameters λmac, µmac are the Lame constants of the macroscopic elastic mate-
rial, while ai, i = 1, ..5, gi, i = 1, 2 and bi, i = 1, 2, 3 are constitutive parameters
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due exclusively to the presence of the microstructure. These internal length
scale parameters are correlated to the bone microstructure. Their determina-
tion is one of the most demanding issues of relevant experiments. However we
mention here corresponding works [38],[42] in which these coefficients or rather
the produced parameters h1, h2, g1, g2 appeared later in the governing law (15),
are expressed explicitly in terms of the structure of the cortical bone.

The variation of the potential energy UV stored in region every region V of
the material is given by the formula

δUV =

∫

V

δUdr =

∫

V

[
τ̃
... δẽ+(µ̃)

4321
:: δ∇ẽ

]
dr, (4)

where the dots represent tensor contractions.
The differential equations along with the accompanying boundary conditions

on the surface S confining region V for the dynamic gradient elasticity problem
are produced via the application of Hamilton’s principle

δ

∫ t1

t0

(KV − UV ) dt+

∫ t1

t0

δWV dt = 0. (5)

In the previous relation KV is the total kinetic energy of the medium occupying
the volume V , while δWV is the variation of the work done by external forces
expressed as [2], [4]

δWV =

∫

V

f̃ : δũT dr+

∫

S

R̃ : n̂ · ∇
(
δũT

)
dS +

∫

S

P̃ : δũT dS, (6)

where f̃ denotes body forces, P̃ surface tractions and R̃ stands for surface
double stresses.

Starting with Eq.(4), using Eqs.(5,6), adopting a suitable form for the ki-
netic energy and exploiting the calculus of variations, we can deduce the gov-
erning differential equations along with the accompanying boundary conditions.
There are several models for the kinetic energy depending on the nature of the
microstructure. Following here the approach of Mindlin, where there exists a
not negligible contribution to the macro-velocity tensor from the micro-velocity
field, which is actually proportional to the macro-velocity gradients, we infer
that the differential equation of the gradient elasticity problem is

∇ · (τ̃−∇·µ̃) + f̃ = ρ
∂2ũ

∂t2
−∇ ·

(
ρ′D̃ :

∂2

∂t2
∇ũ

)
, r ∈ V, (7)

where ρ′ stands for the mass of micro-material per unit macro-volume, ρ is the
macroscopic mass density and D̃ is a specific tensor of fourth order depending
on the physical and geometrical parameters of the microstructure. Its specific
form can be found in references [1] (Eqs. (20,21)) or [2] (Eq. (9.27)) .

The corresponding boundary conditions are the following (where we recog-
nize the surface gradient ∇S)
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i) classical BC’s

P̃ (r) = n̂ · τ̃ (r)−n̂⊗ n̂ :
∂µ̃

∂n
(r)− n̂ · (∇S · µ̃ (r))− n̂ ·

(
∇S · µ̃2134 (r)

)

+ [(∇S · n̂) n̂⊗ n̂− (∇Sn̂)] : µ̃ (r)

+n̂ · ρ′D̃ :
∂2

∂t2

(
n̂

∂

∂n
ũ (r) +∇S ũ (r)

)
= P̃0, r ∈ S (8)

and/or
ũ (r) = ũ0, r ∈ S. (9)

ii) non classical BC’s

R̃ (r) = n̂ · µ̃1243 (r) · n̂ = R̃0, r ∈ S (10)

and/or
∂ũ

∂n
(r) = q̃0, r ∈ S. (11)

The fields P̃0, ũ0, R̃0 and q̃0 denote prescribed values.
The contribution s̃ = −∇ · µ̃ to the classical stress tensor in Eq.(7), is given

by

s̃ = −∇ · µ̃ = −
[
2µc3∆ẽ+ λc1Ĩ∆(∇ · ũ) + λc2∇∇ (∇ · ũ)

]
(12)

where 2µc3 = a3 + 2a4 + a5, λc1 = a1 + 2a2, λc2 = a1 + a3 + a5.

We express the inertia term ∇ ·
(
ρ′D̃ : ∂2

∂t2
∇ũ
)
as follows [1]

∇ ·

(
ρ′D̃ :

∂2

∂t2
∇ũ

)
= ρ

∂2

∂t2
(
h2
1∇∇ · ũ− h2

2∇×∇× ũ
)

(13)

while the surface contribution n̂ · ρ′D̃ : ∂2

∂t2

(
n̂

∂
∂n

ũ+∇S ũ
)
in surface traction P̃

becomes after some (vector) operators manipulations (see again [1])

n̂ · ρ′D̃ :
∂2

∂t2

(
n̂

∂

∂n
ũ+∇S ũ

)
= ρ

∂2

∂t2

[(
h2
2 −

ρ′d2

3ρ

)
n̂× (∇× ũ)

+

(
2h2

2 −
ρ′d2

3ρ

)
∂ũ

∂n
+

(
h2
1 − 2h2

2 +
ρ′d2

3ρ

)
n̂ (∇ · ũ)

]
(14)

where h2
1, h

2
2 are positive numbers depending on constitutive parameters of the

micro-deformation field along with geometrical parameters of the representative
cell of the microstructure. On the basis of Eqs.(12,13), the differential equation
(7) becomes

(λ+ 2µ)
(
1− ξ21∆

)
∇∇ · ũ− µ

(
1− ξ22∆

)
∇×∇× ũ =

ρ
∂2

∂t2
[
ũ− h2

1∇∇ · ũ+ h2
2∇×∇× ũ

]
, (15)
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where the involved parameters ξ1 and ξ2 are given by

ξ21 =
λ (c1 + c2) + 2µc3

λ+ 2µ
, ξ22 = c3. (16)

We consider the case of time harmonic waves with frequency ω traveling
with time dependence: exp (−iωt) . Every elastic field in the sequel denotes the
time-reduced part of the corresponding total field.
To solve Eq.(15), we start with the general representation for an arbitrary dyadic
field ũ ([36])

ũ = ∇∇φ+∇∇×A+∇×∇× G̃. (17)

with a general scalar field φ, a free divergence vector field A and a dyadic field
G̃. We substitute the expansion (17) in Eq.(15) and separate the corresponding
terms based on properties of solenoidal and irrotational fields. Following the
same theoretical process as in [1], we find that the first part of this decomposition
is contained in the large set

∇∇φ ∈
{
∇L

m,l (r; ki, ξ) i = 1, 2, m = 0,±1,±2, ..., l = 1, 2, 3, 4
}
, (18)

where

k21 (ω) =
2ρω2

(λ+ 2µ)− ρh2
1ω

2 +
√

D (ω)
(19)

k22 (ω) =
2ρω2

(λ+ 2µ)− ρh2
1ω

2 −
√

D (ω)
(20)

while the second part is characterized as

∇∇×A ∈ {∇M
m,l (r; ki, ξ) ; i = 1, 2, m = 0,±1,±2, ..., l = 1, 2, 3, 4}

∪{∇N
m,l (r; ki, ξ) ; i = 1, 2, m = 0,±1,±2, ..., l = 1, 2, 3, 4}. (21)

Note [1] that D (ω) =
(
λ+ 2µ− ρh2

1ω
2
)2

+ 4ρω2ξ21 (λ+ 2µ) .
To introduce some necessary terminology, we define here the Navier eigen-

vectors L,M,N, which expressed in cylindrical coordinates r, φ, z, have the form
(consult [29] for some diversification w.r.t the spherical geometry)

L
m,l (r; k, ξ) =

1

ξ
∇χm,l (r; k, ξ) (22)

M
m,l (r; k, ξ) =

1

ξ
∇×

(
ẑ χm,l (r; k, ξ)

)
(23)

N
m,l (r; k, ξ) =

1

ξ2
∂

∂z
∇×M

m,l
n (r; k) (24)

where χm,l (r; k, ξ) = Sl
m (ξr) Φm(φ)Z(z; p) is the general separable solution of

Helmholtz equation corresponding to wave number k with k2 − p2 = ξ2. As
a matter of fact Sl

m stands for the cylindrical Bessel (Newmann) functions of
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order m for l = 1(l = 2), or alternatively for the Hankel functions (l = 3, 4).
Furthermore Φm(φ) = exp(imφ) and Z(z; p) = exp(ipz). Several cases emerge
concerning the behavior of these eigensolutions in r and z directions. The crucial
relation is k2 = ξ2 + p2, which divides the (square of the) wave number k2 into
the polar plus the axial portion and creates many possibilities for propagating
or attenuated waves. Remark that the elements of the sets (18),(21) with i = 2
correspond to negative k2, i.e. to imaginary wave number k, which is reasonable
in the framework of gradient elasticity.

The third term of the decomposition (17) can be constructed exactly as in
[1] and is characterized as follows:

∇× (∇× G̃) ∈
1

ξ

{
∇× (Lm,l(r, kj , ξ)× Ĩ),∇× (Mm,l(r, kj , ξ)× Ĩ),

∇× (Nm,l(r, kj , ξ)× Ĩ),∇× (ẑ L
m,l(r, kj , ξ)),

∇× (ẑ M
m,l(r, kj , ξ)),∇× (ẑ N

m,l(r, kj , ξ)), j = 3, 4;

m = 0,±1,±2, .., ; l = 1, 2, 3, 4
}
, (25)

where

k23 (ω) =
2ρω2

µ− ρh2
2ω

2 +
√

D′ (ω)
, k24 (ω) =

2ρω2

µ− ρh2
2ω

2 −
√

D′ (ω)
(26)

with D′ (ω) =
(
µ− ρh2

2ω
2
)2
+4ρω2ξ22µ. Remark again that k4 is imaginary. The

multiplicative factor 1/ξ whenever it appears functions as a scaling parameter,
conserving the non-dimensional structure (w.r.t the polar direction size) of the
basis functions.

Via the Eqs.(17,18,21) and Eq.(25), we have determined the fundamen-
tal eigendyadics constituting the structural solutions of the dynamic gradient
elasticity. For every specific azimouthal integer m, every generic complex z-
wavenumber p and every concrete frequency ω, we deal with nine dyadic eigen-
solutions which constitute the analog of the Navier eigenvectors in the dyadic
framework. They can thus be called Navier eigendyadics indicating their rele-
vance to the vector case. Every one of these nine eigendyadics corresponds to
two possible wavenumbers (one real and one imaginary). The first two parts of
Eq.(17) contains irrotational eigendyadics referring to two ”longitudinal-type”
wave numbers while the third part involves solenoidal eigendyadics characterized
by ”shear-type” wavenumbers.

It is very important to express these eigensolutions in separable forms of
cylindrical coordinates. This is necessary first in order to handle boundary value
problems described geometrically even approximately by the cylindrical coordi-
nate system. In addition, in the framework of the integral equation setting, it is
essential to express the integral kernels in terms of these separable dyadic solu-
tions. Following reference [1], after extended and very involved manipulations,
we have constructed the forthcoming separable cylindrical representations for
the aforementioned dyadic solutions. Special role in these representations play
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the cylindrical vector harmonics [29]

Pm(φ, z; p) = r̂ eimφ Z(z; p)

Bm(φ, z; p) = φ̂ eimφ Z(z; p)

Cm(φ, z; p) = iẑ eimφ Z(z; p) (27)

The aforementioned representations obey the following relations:

∇L

ξ
= S̈l

m(ξr)(r̂Pm) + 2im
d

d(ξr)
(
Sl
m(ξr)

ξr
)(r̂Bm)s

+

(
Ṡl
m(ξr)

ξr
−m2S

l
m(ξr)

(ξr)2

)
(φ̂Bm) + 2

p

ξ
Ṡl
m(ξr)(r̂Cm)s

+2im
p

ξ

Sl
m(ξr)

ξr
(φ̂Cm)s −

p2

ξ2
Sl
m(ξr)(−iẑCm) (28)

∇M

ξ
=

im
d

d(ξr)
(
Sl
m(ξr)

ξr
)(r̂Pm)− im

d

d(ξr)
(
Sl
m(ξr)

ξr
)(φ̂Bm)−

p

ξ
Ṡl
m(ξr)(φ̂Cm)s

[
2

(
Ṡl
m(ξr)

ξr
−

m2

(ξr)2
Sl
m(ξr)

)
+ Sl

m(ξr)

]
(r̂Bm)s + im

p

ξ

Sl
m(ξr)

ξr
(r̂Cm)s

+Sl
m(ξr)(r̂Bm)α − im

p

ξ

Sl
m(ξr)

ξr
(r̂Cm)α +

p

ξ
Ṡl
m(ξr)(φ̂Cm)α (29)

∇N

ξ
= −

p2

ξ2
S̈l
m(ξr)(r̂Pm)− 2im

p2

ξ2
d

d(ξr)
(
Sl
m(ξr)

ξr
)(r̂Bm)s

−
p2

ξ2

(
Ṡl
m(ξr)

ξr
−

m2

(ξr)2
Sl
m(ξr)

)
(φ̂Bm) +

p

ξ
(1−

p2

ξ2
)Ṡl

m(ξr)(r̂Cm)s

+im
p

ξ
(1−

p2

ξ2
)
Sl
m(ξr)

ξr
(φ̂Cm)s −

p2

ξ2
Sl
m(ξr)(−iẑCm)

+
p

ξ

k2

ξ2
Ṡl
m(ξr)(r̂Cm)α + im

p

ξ

k2

ξ2
Sl
m(ξr)

ξr
(φ̂Cm)α (30)

10



∇× (L× Ĩ)

ξ
=

=
1

ξ2
∇∇χm,l +

k2

ξ2
χm,l

Ĩ =
∇L

ξ
+

k2

ξ2
(χm,l

r̂r̂+ χm,lφ̂φ̂+ χm,l
ẑẑ)

=

(
S̈l
m(ξr) +

k2

ξ2
Sl
m(ξr)

)
(r̂Pm) + 2im

d

d(ξr)
(
Sl
m(ξr)

ξr
)(r̂Bm)s

+

(
Ṡl
m(ξr)

ξr
+ (

k2

ξ2
−

m2

(ξr)2
)Sl

m(ξr)

)
(φ̂Bm) + 2

p

ξ
Ṡl
m(ξr)(r̂Cm)s

+2im
p

ξ

Sl
m(ξr)

ξr
(φ̂Cm)s + Sl

m(ξr)(−iẑCm) (31)

∇× (M× Ĩ)

ξ
=

(∇M
T )

ξ

= im
d

d(ξr)
(
Sl
m(ξr)

ξr
)(r̂Pm)− im

d

d(ξr)
(
Sl
m(ξr)

ξr
)(φ̂Bm)−

p

ξ
Ṡl
m(ξr)(φ̂Cm)s

[
2

(
Ṡl
m(ξr)

ξr
−

m2

(ξr)2
Sl
m(ξr)

)
+ Sl

m(ξr)

]
(r̂Bm)s + im

p

ξ

Sl
m(ξr)

ξr
(r̂Cm)s

−Sl
m(ξr)(r̂Bm)α + im

p

ξ

Sl
m(ξr)

ξr
(r̂Cm)α −

p

ξ
Ṡl
m(ξr)(φ̂Cm)α (32)

∇× (N× Ĩ)

ξ
=

(∇N
T )

ξ

= −
p2

ξ2
S̈l
m(ξr)(r̂Pm)− 2im

p2

ξ2
d

d(ξr)
(
Sl
m(ξr)

ξr
)(r̂Bm)s

−
p2

ξ2

(
Ṡl
m(ξr)

ξr
−

m2

(ξr)2
Sl
m(ξr)

)
(φ̂Bm) +

p

ξ
(1−

p2

ξ2
)Ṡl

m(ξr)(r̂Cm)s

+im
p

ξ
(1−

p2

ξ2
)
Sl
m(ξr)

ξr
(φ̂Cm)s −

p2

ξ2
Sl
m(ξr)(−iẑCm)

−
p

ξ

k2

ξ2
Ṡl
m(ξr)(r̂Cm)α − im

p

ξ

k2

ξ2
Sl
m(ξr)

ξr
(φ̂Cm)α (33)
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1

ξ
∇× (ẑ L) = −

1

ξ
ẑ×∇ L

(
= −S̈l

m(ξr)((r̂Bm)s − (r̂Bm)α)− im
d

d(ξr)
(
Sl
m(ξr)

ξr
)(φ̂Bm − r̂Pm)

(
Ṡl
m(ξr)

ξr
−m2S

l
m(ξr)

(ξr)2
)((r̂Bm)s + (r̂Bm)α)−

p

ξ
Ṡl
m(ξr)((φ̂Cm)s + (φ̂Cm)α)

+im
p

ξ

Sl
m(ξr)

ξr
((r̂Cm)s + (r̂Cm)α)

)

=

[
Sl
m(ξr) + 2

(
Ṡl
m(ξr)

ξr
−m2S

l
m(ξr)

(ξr)2

)]
(r̂Bm)s − Sl

m(ξr)(r̂Bm)α

−im
d

d(ξr)
(
Sl
m(ξr)

ξr
)(φ̂Bm − r̂Pm)−

p

ξ
Ṡl
m(ξr)((φ̂Cm)s + (φ̂Cm)α)

+im
p

ξ

Sl
m(ξr)

ξr
((r̂Cm)s + (r̂Cm)α) (34)

1

ξ
∇× (ẑ M) = −

1

ξ
ẑ×∇ M

(
= −im

d

d(ξr)
(
Sl
m(ξr)

ξr
)(Bmr̂)− im

d

d(ξr)
(
Sl
m(ξr)

ξr
)(r̂Bm)

−
1

2

[
2

(
Ṡl
m(ξr)

ξr
−

m2

(ξr)2
Sl
m(ξr)

)
+ Sl

m(ξr)

]
((φ̂Bm)− (r̂Pm))

−
1

2
Sl
m(ξr)((φ̂Bm) + (r̂Pm))

)

= −2im
d

d(ξr)
(
Sl
m(ξr)

ξr
)(r̂Bm)s +

(
Ṡl
m(ξr)

ξr
−

m2

(ξr)2
Sl
m(ξr)

)
(r̂Pm)

−

(
Ṡl
m(ξr)

ξr
+ (1−

m2

(ξr)2
)Sl

m(ξr)

)
(φ̂Bm) (35)
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1

ξ
∇× (ẑ N) = −

1

ξ
ẑ×∇ N

(
= +

p2

ξ2
S̈l
m(ξr)(Bmr̂) + im

p2

ξ2
d

d(ξr)
(
Sl
m(ξr)

ξr
)((φ̂Bm)− (r̂Pm))

−
p2

ξ2

(
Ṡl
m(ξr)

ξr
−

m2

(ξr)2
Sl
m(ξr)

)
(r̂Bm)−

p

ξ
Ṡl
m(ξr)(φ̂Cm)

+im
p

ξ

Sl
m(ξr)

ξr
(r̂Cm)

)

= im
p2

ξ2
d

d(ξr)
(
Sl
m(ξr)

ξr
)((φ̂Bm)− (r̂Pm)) +

p2

ξ2
Sl
m(ξr)(r̂Bm)α

−
p2

ξ2

(
2

(
Ṡl
m(ξr)

ξr
−

m2

(ξr)2
Sl
m(ξr)

)
+ Sl

m(ξr)

)
(r̂Bm)s −

p

ξ
Ṡl
m(ξr)((φ̂Cm)s

+(φ̂Cm)α) + im
p

ξ

Sl
m(ξr)

ξr
((r̂Cm)s + (r̂Cm)α) (36)

We remark that the dyadic eigensolutions of the dynamic equation of gra-
dient elasticity - after being restricted on a specific cylinder lateral surface- are
expanded in terms of a set of dyadic cylindrical harmonics, which constitutes
the extension of the vector spherical harmonics. For every specific azimouthal
parameter m and every value of the ”continuous” variable p (the z-component
of the wavenumber), this set contains six symmetric and three antisymmetric
elements. The symmetric elements are the following:

r̂Pm, (r̂Bm)s =
r̂Bm +Bmr̂

2
, φ̂Bm, (r̂Cm)s =

r̂Cm +Cmr̂

2
,

(φ̂Cm)s =
φ̂Cm +Cmφ̂

2
, −iẑCm (37)

while the antisymmetric terms are the three dyadics:

(r̂Bm)α =
r̂Bm −Bmr̂

2
, (r̂Cm)α =

r̂Cm −Cmr̂

2
,

(φ̂Cm)α =
φ̂Cm −Cmφ̂

2
. (38)

It can be proved - much more easily than in the treatment of the spherical case
handled in [1] - that the cylindrical harmonics under discussion are orthogonal
with respect to the L2-norm on the aforementioned lateral cylindrical surface.
More precisely the induced inner product involves double contraction of the
dyadic elements and integration over the lateral surface.
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4 Wave propagation inside a cylindrical wave

guide with microstructure

In this section we apply the results of the spectral analysis introduced in the
previous section to the solution of a representative wave propagation problem.
We consider a cylindrical wave guide of radius a, occupying the region D, sur-
rounded by the lateral surface S, infinitely extended in z-direction and being
filled with an elastic macroscopically isotropic material with microstructure,
fully characterized by the parameters λ and µ, the densities ρ,ρ′ ,the gradient
parameters αl, l = 1, 2, ..5, h1, h2, and the characteristic micro-dimension d.

We examine the possibility of propagation of an elastic time-harmonic -
monochromatic- dyadic elastic field of the form ũ (r, t)= ũ (r) e−iωt= ũ⊥ (r, φ)
ei(pz−ωt) inside D, clearly in the long direction of the cylinder. Here ũ⊥ (r, φ)
is the time-reduced cross section part of the field. It is worthwhile to notice
that the dyadic form of this field permits to represent uniformly all the possible
polarizations of the traveling field. As deduced from the analysis described
in the previous section, the second and last vector in the representation ũ =
ulx̂l of the dyadic elastic field does not participate in algebraic (or differential)
manipulations pertaining to the involved boundary value problems. It is then
sufficient to “dot” the constructed dyadic elastic field -at the end of the day-
on all three cartesian directions thus produce all the possible vector elastic
propagating fields corresponding to every specific propagation pair (ω, p). We
note however that the principal aim is to connect the parameters ω and p, i.e.
to establish the dispersion relation of the wave propagation in the waveguide.

The time reduced part ũ (r) of the propagating dyadic mode can be expressed
in terms of the complete set of dyadic cylindrical eigensolutions, produced in
the previous section as follows

ũ( · ;ω, p) =

2∑

j=1

m=∞∑

m=−∞

[
amj

∇L
m,1
j

ξj
+ bmj

∇M
m,1
j

ξj
+ cmj

∇N
m,1
j

ξj

]

+

4∑

j=3

m=∞∑

m=−∞

[
αm
j

∇× (Lm,1
j × Ĩ)

ξj
+ βm

j

∇× (Mm,1
j × Ĩ)

ξj

+γm
j

∇× (Nm,1
j × Ĩ)

ξj
+ δmj

∇× (ẑLm,1
j )

ξj
+ ǫmj

∇× (ẑMm,1
j )

ξj

+ ζmj
∇× (ẑNm,1

j )

ξj

]
. (39)

The propagating field ũ given by (39) satisfies the boundary conditions (8,10)
in their homogeneous form, i.e.

P̃ (r) = 0, r ∈ S (40)

R̃ (r) ( = r̂ · µ̃1243 (r) · r̂ ) = 0, r ∈ S (41)
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The surface traction P̃ can be formed in the time-harmonic case by exploiting
Eqs. (8,14) on the lateral surface S as follows

P̃ (r) = r̂ · τ̃−r̂r̂ :
∂µ̃

∂r
− r̂ · (∇S · µ̃ (r))− r̂ ·

(
∇S · µ̃2134

)

+ [(∇S · r̂) r̂r̂−∇S r̂] : µ̃

−ρω2

[(
h2
2 −

ρ′d2

3ρ

)
r̂× (∇× ũ) +

(
2h2

2 −
ρ′d2

3ρ

)
∂ũ

∂r

+

(
h2
1 − 2h2

2 +
ρ′d2

3ρ

)
r̂ (∇ · ũ (r))

]
(42)

The treatment of the boundary conditions is realized in a classical system-
atic case given the set of the dyadic cylindrical harmonics. More precisely, we
project functionally the conditions (40,41) on these harmonics. This projection
is equivalent to double contracting with those dyadic harmonics and integrating
over the lateral surface. The propagating field ũ appearing in the boundary
conditions is represented via Eq.(39) and admits of course several differential
operations therein. Every generated separate term, confined to r = a, is an
infinite expansion of the aforementioned dyadic harmonics. So the projection
mechanism reveals the importance of mutual orthogonality of the dyadic har-
monic functions. It is interesting that these orthogonality relations help to
obtain separate algebraic systems for every index m. In other words the terms
corresponding to different spectral parameters m ∈ Z decouple. In addition
only harmonic dyads pertaining to the wave parameter p survive in the orthog-
onalization process.

It is clear from the form of the involved polyadics in the conditions (40,41)
that the analytic realization of the described above functional projection is de-
manding. However after tedious but straightforward analysis we are in position
to obtain purely separate finite algebraic systems, each one of them involving
exclusively the coefficients of the representation (39) referring to a specific spec-
tral parameter m. Indeed Eqs. (40,41) lead to the finite algebraic subsystems
(everyone for specific m = 0,±1,±2, ...)

2∑

j=1

[Am
s,q,ja

m
j +Bm

s,q,jb
m
j + Cm

s,q,jc
m
j ]

+
4∑

j=3

[
Am

s,q,jα
m
j +Bm

s,q,jβ
m
j + Γm

s,q,jγ
m
j

+ ∆m
s,q,jδ

m
j + Em

s,q,jε
m
j + Zm

s,q,jζ
m
j

]
= 0, (43)

for s = 1, 2; q = 1, 2, .., 9.
The parameter s refers to the enumeration of the handled boundary condition.
For symbolism convenience, the value s = 1 corresponds to Eq.(41) while s =
2 is assigned to Eq.(40). The parameter q denotes the cylindrical harmonic
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dyad on which projection has been performed. The sequence of projections
follows exactly the series of appearance of the harmonic dyadics in Eqs.(37,38).
Every subsystem of the form (43) consists of 18 equations with 18 unknowns.
The specific form of the coefficients of every subsystem is the outcome of the
mentioned projection process and all these terms are given in the Appendix.

The crucial remark is that every system of the form (43) is homogeneous
as was expected in the framework of wave propagation investigation. So the
determinant of the matrix of the coefficients of every subsystem must vanish and
this is the fundamental relation for connecting the propagation phase parameters
ω and p and building the dispersion relation for every particular propagation
mode.

Every one of these dispersion relations refers to a specific mode and just co-
incides with the transcendental equation - connecting ω and p - produced after
setting to zero the determinant of the 18×18 matrix corresponding to a specific
azimouthal value m. After the establishment of the curve p = fm(ω), the cor-
responding propagating mode is constructed by solving the system (43), i.e. by
determining the involved unknown coefficients naturally modulo a multiplicative
constant, expressing simply the amplitude of the mode.

5 Summary and Conclusions

In this study, we presented a three dimensional (3D) analytical model of wave
propagation in cylindrical waveguides exhibiting microstructure. The applica-
tion motivation was to generate a three dimensional framework for the investi-
gation of elastic wave propagation in long cortical bones. The first outcome of
the present work was the spectral decomposition of the boundary value prob-
lem emerging via wave propagation analysis. Starting from the general Midlin’s
Form II gradient elasticity theory, we developed the spectral representation of
the specific gradient elasticity problem and constructed all the possible propa-
gating modes in cylindrical geometry. Two main byproducts arose which con-
stitute generalizations of well known important features of classical elasticity
and which are indispensable for modeling the gradient elasticity problem, while
independently possessing their own theoretical value. First we accomplished
the construction of the set of dyadic Navier eigenfunctions which constitute
the generalization of the Navier eigenvectors. This set is a basis in the space
of solutions of gradient elasticity in cylindrical coordinates. The restriction of
the Navier eigendyadics on cylindrical surfaces gives birth to the dyadic cylin-
drical harmonics, which constitute the generalization of the well known vector
harmonics. This set is also a basis in the sense that the trace of every dyadic
field on a cylindrical surface can be represented as a countable superposition of
dyadic cylindrical harmonics. The outcome of the current analysis aims at con-
structing the analytical dispersion curves of guided waves propagating through
cortical bones. The numerical treatment of the problem is an independent and
demanding computational task, which after completion, is expected to be highly
useful for the assessment of pathological situations of bone and in bone healing
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evaluation.
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Appendix

A The structure of the traveling modes subsys-

tems

The elements of the subsystems as well as of the matrices whose determinants
represent the dispersion relations are presented herein. It is very useful to in-
troduce here some symbolic nomeclature. More precisely, we note that it is
useful to represent these coefficients - and other involved auxiliary quantities -
as functions of the polar distance, after restriction to r = a. For example, Am

1,1,j

stands for Am
1,1,j(a), where the function Am

1,1,j(r) is easily obtained from the
relevant definition of Am

1,1,j . In addition B′ m
1,1,j , for instance, denotes B′ m

1,1,j(a),

i.e. d
dr
Bm

1,1,j(r) |r=a. This terminology simplifies the expression of the results
extensively.

1. The coefficients offered by boundary condition (41).
1.1. Projection on r̂Pm

Am
1,1,j = −[2α1 + α2 + 2α3]k

2
j J̈m(ξja) + 2[α4 + α5]J

(iv)
m (ξja), j = 1, 2 (A.1)

(mention that Am
1,1,j(r) = −[2α1 + α2 + 2α3]k

2
j J̈m(ξjr) + 2[α4 + α5]J

(iv)
m (ξjr))

Bm
1,1,j = −[2α1 + α2 + 2α3]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a +

2[α4 + α5]ξ
2
j im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 1, 2 (A.2)

Cm
1,1,j = [2α1 + α2 + 2α3]

p2

ξ2j
k2j J̈m(ξja)− 2[α4 + α5]p

2J (iv)
m (ξja) (A.3)

17



Am
1,1,j = −

1

2
[α1 + 2α3]k

2
j

(
J̈m(ξja) +

k2j
ξ2j

Jm(ξja)

)

+2[α4 + α5]ξ
2
j

(
J (iv)
m (ξja) +

k2j
ξ2j

J̈m(ξja)

)
, j = 3, 4 (A.4)

Bm
1,1,j = −

1

2
[α1 + 2α3]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

+2[α4 + α5]ξ
2
j im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 3, 4 (A.5)

Γm
1,1,j =

1

2
[α1 + 2α3]k

2
j

p2

ξ2j
J̈m(ξja)− 2[α4 + α5]p

2J (iv)
m (ξja) (A.6)

∆m
1,1,j = −

1

2
[α1 + 2α3]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

+2[α4 + α5]ξ
2
j im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a (A.7)

Em
1,1,j = −

1

2
[α1 + 2α3]k

2
j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)

+2[α4 + α5]ξ
2
j

d2

d(ξjr)2

(
J̇m(ξjr)

ξjr
−

m2

(ξjr)2
Jm(ξjr)

)
|r=a (A.8)

Zm
1,1,j =

1

2
[α1 + 2α3]k

2
j

p2

ξ2j
im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

−2[α4 + α5]p
2 im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a (A.9)

1.2. Projection on (r̂Bm)s

Am
1,2,j = −

1

2
[5α1 + 2α2 + 6α3]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

+4[α4 + α5]ξ
2
j im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 1, 2 (A.10)

Bm
1,2,j = [2α1 + α2 + 2α3]k

2
j J̈m(ξja)

−
1

2
[α1 + 2α3]k

2
j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)

+2[α4 + α5]ξ
2
j

[
2

d2

d(ξjr)2

(
J̇m(ξjr)

ξjr
−

m2

(ξjr)2
Jm(ξjr)

)
|r=a

+ J̈m(ξja)
]
, j = 1, 2 (A.11)
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Cm
1,2,j =

1

2
[5α1 + 2α2 + 6α3]k

2
j

p2

ξ2j
im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

−4[α4 + α5]p
2 im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a (A.12)

Am
1,2,j = −

1

2
[α1 + 3α3 − 2α4 − 3α5]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

+4[α4 + α5]ξ
2
j im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 3, 4 (A.13)

Bm
1,2,j = −

1

2
[α1 + 3α3]k

2
j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)
−

1

2
α3k

2
jJm(ξja)

+2[α4 + α5]ξ
2
j

[
2

d2

d(ξjr)2

(
J̇m(ξjr)

ξjr
−

m2

(ξjr)2
Jm(ξjr)

)
|r=a

+ J̈m(ξja)
]
−

1

2
[2α4 + 3α5]k

2
j J̈m(ξja), j = 3, 4 (A.14)

Γm
1,2,j =

1

2
[α1 + 3α3 − 2α4 − 3α5]k

2
j

p2

ξ2j
im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

−4[α4 + α5]p
2 im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a (A.15)

∆m
1,2,j = −

1

2
[α1 + 3α3]k

2
j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)
−

1

2
α3k

2
jJm(ξja)

+2[α4 + α5]ξ
2
j

[
2

d2

d(ξjr)2

(
J̇m(ξjr)

ξjr
−

m2

(ξjr)2
Jm(ξjr)

)
|r=a

+ J̈m(ξja)
]
−

1

2
[2α4 + 3α5]k

2
j J̈m(ξja) (A.16)

Em
1,2,j =

1

2
[α1 + 3α3 − 2α4 − 3α5]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

−4[α4 + α5]ξ
2
j im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a (A.17)
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Zm
1,2,j =

1

2
[α1 + 3α3]k

2
j

p2

ξ2j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)

+
1

2
α3k

2
j

p2

ξ2j
Jm(ξja)

−2[α4 + α5]p
2

[
2

d2

d(ξjr)2

(
J̇m(ξjr)

ξjr
−

m2

(ξjr)2
Jm(ξjr)

)
|r=a

+ J̈m(ξja)
]
+

1

2
[2α4 + 3α5]k

2
j

p2

ξ2j
J̈m(ξja) (A.18)

1.3. Projection on φ̂Bm

Am
1,3,j = −

1

2
[α1 + 2α3]k

2
j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)

+2[α4 + α5]ξ
2
j

d2

d(ξjr)2

(
J̇m(ξjr)

ξjr
−

m2

(ξjr)2
Jm(ξjr)

)
|r=a, j = 1, 2(A.19)

Bm
1,3,j =

1

2
[α1 + 2α3]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

−2[α4 + α5]ξ
2
j

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 1, 2 (A.20)

Cm
1,3,j =

1

2
[α1 + 2α3]k

2
j

p2

ξ2j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)

−2[α4 + α5]p
2 d2

d(ξjr)2

(
J̇m(ξjr)

ξjr
−

m2

(ξjr)2
Jm(ξjr)

)
|r=a (A.21)

Am
1,3,j = −

1

2
α3k

2
j

(
J̇m(ξja)

ξja
+ (

k2j
ξ2j

−
m2

(ξja)2
)Jm(ξja)

)

+2[α4 + α5]ξ
2
j

d2

d(ξjr)2

(
J̇m(ξjr)

ξjr
+ (

k2j
ξ2j

−
m2

(ξjr)2
)Jm(ξjr)

)
|r=a

−
1

2
[α4 + 3α5]k

2
j J̈m(ξja), j = 3, 4 (A.22)
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Bm
1,3,j =

1

2
[α3 − 2α4 − 3α5]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

−2[α4 + α5]ξ
2
j im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 3, 4 (A.23)

Γm
1,3,j =

1

2
α3k

2
j

p2

ξ2j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)

−2[α4 + α5]p
2 d2

d(ξjr)2

(
J̇m(ξjr)

ξjr
−

m2

(ξjr)2
Jm(ξjr)

)
|r=a

+
1

2
[2α4 + 3α5]k

2
j

p2

ξ2j
J̈m(ξja) (A.24)

∆m
1,3,j =

1

2
[α3 − 2α4 − 3α5]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

−2[α4 + α5]ξ
2
j im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a (A.25)

Em
1,3,j = −

1

2
[α3 − 2α4 − 3α5]k

2
j J̈m(ξja) + 2[α4 + α5]ξ

2
jJ

(iv)
m (ξja) (A.26)

Zm
1,3,j = −

1

2
[α3 − 2α4 − 3α5]k

2
j

p2

ξ2j
im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a

+2[α4 + α5]p
2im

d3

d(ξjr)3

(
Jm(ξjr)

(ξjr)

)
|r=a (A.27)

1.4. Projection on (r̂Cm)s

Am
1,4,j = −

1

2
[5α1 + 2α2 + 6α3]k

2
j

p

ξj
J̇m(ξja) + 4[α4 + α5]pξjJ

(iii)
m (ξja),

j = 1, 2 (A.28)

Bm
1,4,j = −

1

2
[α1 + 2α3]k

2
j

p

ξj
im

Jm(ξja)

(ξja)

+2[α4 + α5]pξjim
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a . j = 1, 2 (A.29)

Cm
1,4,j = −

1

2
[3α1 + 2α2 + 2α3]k

2
j

p

ξj
J̇m(ξja)−

1

2
[α1 + 2α3]k

2
j

p

ξj
(1−

p2

ξ2j
)J̇m(ξja)

+2[α4 + α5]pξj(1−
p2

ξ2j
)J (iii)

m (ξja) (A.30)
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Am
1,4,j = −

1

2
[α1 + 3α3 − 2α4 − 3α5]k

2
j

p

ξj
J̇m(ξja) + 4[α4 + α5]pξjJ

(iii)
m (ξja),

j = 3, 4(A.31)

Bm
1,4,j = −

1

2
[α1 + 2α3]k

2
j

p

ξj
im

Jm(ξja)

(ξja)

+2[α4 + α5]pξjim
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 3, 4 (A.32)

Γm
1,4,j =

1

2
[α1 + α3]k

2
j

p3

ξ3j
J̇m(ξja)−

1

2
α3k

2
j

p

ξj
(1−

p2

ξ2j
)J̇m(ξja)

+2[α4 + α5]pξj(1−
p2

ξ2j
)J (iii)

m (ξja) +
1

2
[2α4 + 3α5]k

2
j

p

ξj
J̇m(ξja)(A.33)

∆m
1,4,j = −

1

2
[α1 + 2α3]k

2
j

p

ξj
im

Jm(ξja)

(ξja)

+2[α4 + α5]pξjim
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a (A.34)

Em
1,4,j = 0 (A.35)

Zm
1,4,j = −

1

2
[α1 + 2α3]k

2
j

p

ξj
im

Jm(ξja)

(ξja)

+2[α4 + α5]pξj
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a (A.36)

1.5. Projection on (φ̂Cm)s

Am
1,5,j = −[α1 + 2α3]k

2
j

p

ξj
im

Jm(ξja)

(ξja)

+4[α4 + α5]pξjim
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 1, 2 (A.37)

Bm
1,5,j =

1

2
[α1 + 2α3]k

2
j

p

ξj
J̇m(ξja)− 2[α4 + α5]pξjJ

(iii)
m (ξja), j = 1, 2 (A.38)

Cm
1,5,j = −

1

2
[α1 + 2α3]k

2
j

p

ξj
(1−

p2

ξ2j
)im

Jm(ξja)

(ξja)

+2[α4 + α5]pξj(1−
p2

ξ2j
)im

d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a (A.39)
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Am
1,5,j = −α3k

2
j

p

ξj
im

Jm(ξja)

(ξja)

+4[α4 + α5]pξjim
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 3, 4 (A.40)

Bm
1,5,j =

1

2
α3k

2
j

p

ξj
J̇m(ξja)− 2[α4 + α5]pξjJ

(iii)
m (ξja), j = 3, 4 (A.41)

Γm
1,5,j = −

1

2
α3k

2
j

p

ξj
(1−

p2

ξ2j
)im

Jm(ξja)

(ξja)

+2[α4 + α5]pξj(1−
p2

ξ2j
)im

d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a (A.42)

∆m
1,5,j =

1

2
[α3 − 2α4 − 3α5]k

2
j

p

ξj
J̇m(ξja)− 2[α4 + α5]pξjJ

(iii)
m (ξja) (A.43)

Em
1,5,j = 0, Zm

1,5,j = ∆m
1,5,j (A.44)

1.6. Projection on −iẑCm

Am
1,6,j =

1

2
[α1 + 2α3]k

2
j

p2

ξ2j
Jm(ξja)− 2[α4 + α5]p

2J̈m(ξja), j = 1, 2 (A.45)

Bm
1,6,j = 0, Cm

1,6,j = Am
1,6,j , j = 1, 2 (A.46)

Am
1,6,j = −

1

2
α3k

2
jJm(ξja) + 2[α4 + α5]ξ

2
j J̈m(ξja)

−
1

2
[2α4 + 3α5]k

2
j J̈m(ξja), j = 3, 4 (A.47)

Bm
1,6,j = −

1

2
[2α4 + 3α5]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 3, 4 (A.48)

Cm
1,6,j = −

p2

ξ2j
Am

1,6,j , j = 3, 4 (A.49)

∆m
1,6,j = Em

1,6,j = Zm
1,6,j = 0, j = 3, 4 (A.50)

1.7. Projection on (r̂Bm)α

23



Am
1,7,j = −

1

2
[3α1 + 2α2 + 2α3]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 1, 2 (A.51)

Bm
1,7,j =

1

2
[3α1 + 2α2 + 2α3]k

2
j J̈m(ξja)−

1

2
[α1 + 2α3]k

2
jJm(ξja)

+2[α4 + α5]ξ
2
j J̈m(ξja), j = 1, 2 (A.52)

Cm
1,7,j =

1

2
[3α1 + 2α2 + 2α3]k

2
j

p2

ξ2j
im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a (A.53)

Am
1,7,j = −

1

2
[α1 + α3 + 2α4 + 3α5]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 3, 4(A.54)

Bm
1,7,j = −

1

2
[α1 + α3]k

2
j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)
+

1

2
α3k

2
jJm(ξja)

−2[α4 + α5]ξ
2
j J̈m(ξja) +

1

2
[2α4 + 3α5]k

2
j J̈m(ξja), j = 3, 4 (A.55)

Γm
1,7,j =

1

2
[α1 + α3 + 2α4 + 3α5]k

2
j

p2

ξ2j
im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a (A.56)

∆m
1,7,j = −

1

2
[α1 + α3]k

2
j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)
+

1

2
α3k

2
jJm(ξja)

−2[α4 + α5]ξ
2
j J̈m(ξja) +

1

2
[2α4 + 3α5]k

2
j J̈m(ξja) (A.57)

Em
1,7,j =

1

2
[α1 + α3 + 2α4 + 3α5]k

2
j im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a (A.58)

Zm
1,7,j =

1

2
[α1 + α3]k

2
j

p2

ξ2j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)
−

1

2
α3k

2
j

p2

ξ2j
Jm(ξja)

+2[α4 + α5]p
2J̈m(ξja)−

1

2
[2α4 + 3α5]k

2
j

p2

ξ2j
J̈m(ξja) (A.59)

1.8. Projection on (r̂Cm)α

Am
1,8,j = −

1

2
[3α1 + 2α2 + 2α3]k

2
j

p

ξj
J̇m(ξja), j = 1, 2 (A.60)
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Bm
1,8,j =

1

2
[α1 + 2α3]k

2
j

p

ξj
im

Jm(ξja)

(ξja)

−2[α4 + α5]pξjim
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a . j = 1, 2 (A.61)

Cm
1,8,j = −

1

2
[3α1 + 2α2 + 2α3]k

2
j

p

ξj
J̇m(ξja)−

1

2
[α1 + 2α3]k

2
j

p

ξj

k2j
ξ2j

J̇m(ξja)

+2[α4 + α5](pξj)
k2j
ξ2j

J (iii)
m (ξja) (A.62)

Am
1,8,j = −

1

2
[α1 + α3 + 2α4 + 3α5]k

2
j

p

ξj
J̇m(ξja), j = 3, 4 (A.63)

Bm
1,8,j = −

1

2
[α1 + 2α3]k

2
j

p

ξj
im

Jm(ξja)

(ξja)

+2[α4 + α5]pξjim
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 3, 4 (A.64)

Γm
1,8,j =

1

2
[α1 + α3]k

2
j

p3

ξ3j
J̇m(ξja) +

1

2
α3k

2
j

p

ξj

k2j
ξ2j

J̇m(ξja)

−2[α4 + α5](pξj)
k2j
ξ2j

J (iii)
m (ξja)−

1

2
[2α4 + 3α5]k

2
j

p

ξj
J̇m(ξja) (A.65)

∆m
1,8,j = −

1

2
[α1 + 2α3]k

2
j

p

ξj
im

Jm(ξja)

(ξja)

+2[α4 + α5]pξjim
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a (A.66)

Em
1,8,j = 0 (A.67)

Zm
1,8,j = −

1

2
[α1 + 2α3]k

2
j

p

ξj
im

Jm(ξja)

(ξja)

+2[α4 + α5]pξjim
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a (A.68)

1.9. Projection on (φ̂Cm)α

Am
1,9,j = 0, j = 1, 2 (A.69)

Bm
1,9,j = −

1

2
[α1 + 2α3]k

2
j

p

ξj
J̇m(ξja) + 2[α4 + α5]pξjJ

(iii)
m (ξja), j = 1, 2(A.70)
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Cm
1,9,j = −

1

2
[α1 + 2α3]k

2
j

p

ξj

k2j
ξ2j

im
Jm(ξja)

(ξja)

+2[α4 + α5]pξj
k2j
ξ2j

im
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a (A.71)

Am
1,9,j = 0, j = 3, 4 (A.72)

Bm
1,9,j =

1

2
α3k

2
j

p

ξj
J̇m(ξja)− 2[α4 + α5]pξjJ

(iii)
m (ξja), j = 3, 4 (A.73)

Γm
1,9,j =

1

2
α3k

2
j

p

ξj

k2j
ξ2j

im
Jm(ξja)

(ξja)

−2[α4 + α5]pξj
k2j
ξ2j

im
d2

d(ξjr)2

(
Jm(ξjr)

(ξjr)

)
|r=a (A.74)

∆m
1,9,j = ∆m

1,5,j , Em
1,9,j = 0, Zm

1,9,j = ∆m
1,9,j (A.75)

2. The coefficients offered by boundary condition (41).

We introduce first some helpful entities which appear repeatedly in the sequel.
2.1. The following auxiliary quantities are necessary:

Λj =
1

2
[α1 + 3α3 + 2α4 + α5]k

2
j − 2[α4 + α5]p

2

Λ′

j = Λj +
1

2
[5α1 + 4α2 + 4α3 + 2α4 + 3α5]k

2
j

Xj = 2µ+
1

2
[α1 + 3α3 + 6α4 + 5α5]k

2
j − ρω2(2h2

2 −
ρ′d2

3ρ
)

X ′

j = Xj +
1

2
[4α1 + 4α2 + 3α3 + 2α4 + 3α5]k

2
j

Tj = µk2j +
1

2
[α1 + α3 + 2α4 + 3α5]k

4
j − k2jρω

2(h2
2 −

ρ′d2

3ρ
)

Qj = −λk2j −
1

2
[3α1 + 4α2 + 2α3]k

4
j + k2jρω

2(h2
1 − 2h2

2 +
ρ′d2

3ρ
)

2.2. Let us introduce the ”inner products” Um
l,q,j , induced by projecting the

traces (on the cylinder surface r = a) of the dyadic eigensolutions on the dyadic
harmonics. The first index l refers to eigensolution numbering while the second
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one q pertains to the dyadic harmonic enumeration. We then obtain

Um
1,1,j = J̈m(ξja), Um

2,1,j = im
d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 1, 2(A.76)

Um
3,1,j = −

p2

ξ2j
J̈m(ξja), j = 1, 2 (A.77)

(note again that, for example, Um
1,1,j(r) = J̈m(ξjr))

Um
4,1,j = J̈m(ξja) +

k2j
ξ2j

J̈m(ξja), Um
5,1,j = im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a,

Um
6,1,j = −

p2

ξ2j
J̈m(ξja), Um

7,1,j = Um
5,1,j

Um
8,1,j =

J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja),

Um
9,1,j = −im

p2

ξ2j

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 3, 4 (A.78)

Um
1,2,j = 2Um

2,1,j , Um
2,2,j = 2

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)
+ Jm(ξja),

Um
3,2,j = −2

p2

ξ2j
im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a, j = 1, 2 (A.79)

Um
4,2,j = 2Um

5,1,j , Um
5,2,j = 2

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)
+ Jm(ξja)

Um
6,2,j = −2

p2

ξ2j
im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a, Um

7,2,j = Um
5,2,j ,

Um
8,2,j = −Um

4,2,j , Um
9,2,j = −

p2

ξ2j
Um
5,2,j , j = 3, 4 (A.80)

Um
1,3,j =

J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja), Um

2,3,j = −im
d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a,

Um
3,3,j = −

p2

ξ2j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)
, j = 1, 2 (A.81)
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Um
4,3,j =

J̇m(ξja)

ξja
+ (

k2j
ξ2j

−
m2

(ξja)2
)Jm(ξja),

Um
5,3,j = −im

d

d(ξjr)

(
Jm(ξjr)

(ξjr)

)
|r=a,

Um
6,3,j = −

p2

ξ2j

(
J̇m(ξja)

ξja
−

m2

(ξja)2
Jm(ξja)

)
,

Um
7,3,j = Um

5,3,j , Um
8,3,j = J̈m(ξja), Um

9,3,j = −
p2

ξ2j
Um
5,3,j , j = 3, 4 (A.82)

Um
1,4,j = 2

p

ξj
J̇m(ξja),

Um
2,4,j = im

p

ξj

Jm(ξja)

(ξja)
, Um

3,4,j =
1

2
(1−

p2

ξ2j
)Um

1,4,j , j = 1, 2 (A.83)

Um
4,4,j = 2

p

ξj
J̇m(ξja), Um

5,4,j = im
p

ξj

Jm(ξja)

(ξja)
, Um

6,4,j =
1

2
(1−

p2

ξ2j
)Um

4,4,j ,

Um
7,4,j = Um

5,4,j , Um
8,4,j = 0, Um

9,4,j = Um
5,4,j , j = 3, 4 (A.84)

Um
1,5,j = 2im

p

ξj

Jm(ξja)

(ξja)
,

Um
2,5,j = −

p

ξj
J̇m(ξja), Um

3,5,j =
1

2
(1−

p2

ξ2j
)Um

1,5,j , j = 1, 2 (A.85)

Um
4,5,j = 2im

p

ξj

Jm(ξja)

(ξja)
, Um

5,5,j = −
p

ξj
J̇m(ξja), Um

6,5,j =
1

2
(1−

p2

ξ2j
)Um

4,5,j ,

Um
7,5,j = Um

5,5,j , Um
8,5,j = 0, Um

9,5,j = Um
5,5,j , j = 3, 4 (A.86)

Um
1,6,j = −

p2

ξ2j
Jm(ξja), Um

2,6,j = 0, Um
3,6,j = Um

1,6,j , j = 1, 2 (A.87)

Um
4,6,j = Jm(ξja), Um

5,6,j = 0, Um
6,6,j = −

p2

ξ2j
Jm(ξja),

Um
7,6,j = Um

8,6,j = Um
9,6,j = 0, j = 3, 4 (A.88)

Um
1,7,j = 0, Um

2,7,j = Jm(ξja), Um
3,7,j = 0, j = 1, 2 (A.89)

Um
4,7,j = 0, Um

5,7,j = −Jm(ξja), Um
6,7,j = 0, Um

7,7,j = Um
5,7,j ,

Um
8,7,j = 0, Um

9,7,j =
p2

ξ2j
Jm(ξja), j = 3, 4 (A.90)
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Um
1,8,j = 0, Um

2,8,j = −im
p

ξj

Jm(ξja)

(ξja)
,

Um
3,8,j =

p

ξj

k2j
ξ2j

J̇m(ξja), j = 1, 2 (A.91)

Um
4,8,j = 0, Um

5,8,j = im
p

ξj

Jm(ξja)

(ξja)
, Um

6,8,j = −
p

ξj

k2j
ξ2j

J̇m(ξja),

Um
7,8,j = Um

5,8,j , Um
8,8,j = 0, Um

9,8,j = Um
5,8,j , j = 3, 4 (A.92)

Um
1,9,j = 0, Um

2,9,j =
p

ξj
J̇m(ξja),

Um
3,9,j = im

p

ξj

k2j
ξ2j

Jm(ξja)

(ξja)
, j = 1, 2 (A.93)

Um
4,9,j = 0, Um

5,9,j = −
p

ξj
J̇m(ξja), Um

6,9,j = −im
p

ξj

k2j
ξ2j

Jm(ξja)

(ξja)

Um
7,9,j = Um

5,9,j , Um
8,9,j = 0, Um

9,9,j = Um
5,9,j , j = 3, 4 (A.94)

2.3. We have at hand all the necessary quantities to form the coefficients
appearing in Eq.(43) (with s = 2):

2.3.1. Projection on r̂Pm

Am
2,1,j =

Λ′

j

a
Um
1,1,j +X ′

jU
′ m
1,1,j +

Am
1,1,j

a
+ 2A′ m

1,1,j +Qj

J̇m(ξja)

ξj
, j = 1, 2 (A.95)

Bm
2,1,j =

Λ′

j

a
Um
2,1,j +X ′

jU
′ m
2,1,j +

Bm
1,1,j

a
+ 2B′ m

1,1,j +Qjim
Jm(ξja)

ξ2j a
, j = 1, 2(A.96)

Cm
2,1,j =

Λ′

j

a
Um
3,1,j +X ′

jU
′ m
3,1,j +

Cm
1,1,j

a
+ 2C ′ m

1,1,j −Qj

p2

ξ2j

J̇m(ξja)

ξj
(A.97)

Am
2,1,j =

Λj

a
Um
4,1,j +XjU

′ m
4,1,j +

Am
1,1,j

a
+ 2A′ m

1,1,j

+
1

2
[2α4 + 3α5]k

2
j

p2

ξ2j

Jm(ξja)

a
, j = 3, 4 (A.98)

Bm
2,1,j =

Λj

a
Um
5,1,j +XjU

′ m
5,1,j +

Bm
1,1,j

a
+ 2B′ m

1,1,j , j = 3, 4 (A.99)
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Γm
2,1,j =

Λj

a
Um
6,1,j +XjU

′ m
6,1,j +

Γm
1,1,j

a
+ 2Γ′ m

1,1,j

+
1

2
[2α4 + 3α5]k

2
j

p2

ξ2j

Jm(ξja)

a
(A.100)

∆m
2,1,j =

Λj

a
Um
7,1,j +XjU

′ m
7,1,j +

∆m
1,1,j

a
+ 2∆′ m

1,1,j (A.101)

Em
2,1,j =

Λj

a
Um
8,1,j +XjU

′ m
8,1,j +

Em
1,1,j

a
+ 2E′ m

1,1,j (A.102)

Zm
2,1,j =

Λj

a
Um
9,1,j +XjU

′ m
9,1,j +

Zm
1,1,j

a
+ 2Z ′ m

1,1,j (A.103)

2.3.2. Projection on (r̂Bm)s

Am
2,2,j =

Λ′

j

a
Um
1,2,j +X ′

jU
′ m
1,2,j +

Am
1,2,j

a
+ 2A′ m

1,2,j +Qjim
Jm(ξja)

ξ2j a
, j = 1, 2(A.104)

Bm
2,2,j =

Λ′

j

a
Um
2,2,j +X ′

jU
′ m
2,2,j +

Bm
1,2,j

a
+ 2B′ m

1,2,j −Qj

J̇m(ξja)

ξj
, j = 1, 2(A.105)

Cm
2,2,j =

Λ′

j

a
Um
3,2,j +X ′

jU
′ m
3,2,j +

Cm
1,2,j

a
+ 2C ′ m

1,2,j −Qjim
p2

ξ3j

Jm(ξja)

ξja
(A.106)

Am
2,2,j =

Λj

a
Um
4,2,j +XjU

′ m
4,2,j +

Am
1,2,j

a
+ 2A′ m

1,2,j + Tjim
Jm(ξja)

ξ2j a
, j = 3, 4(A.107)

Bm
2,2,j =

Λj

a
Um
5,2,j +XjU

′ m
5,2,j +

Bm
1,2,j

a
+ 2B′ m

1,2,j − Tj

J̇m(ξja)

ξj
, j = 3, 4(A.108)

Γm
2,2,j =

Λj

a
Um
6,2,j +XjU

′ m
6,2,j +

Γm
1,2,j

a
+ 2Γ′ m

1,2,j − Tj

p2

ξ3j
im

Jm(ξja)

ξja
(A.109)

∆m
2,2,j =

Λj

a
Um
7,2,j +XjU

′ m
7,2,j +

∆m
1,2,j

a
+ 2∆′ m

1,2,j − Tj

J̇m(ξja)

ξj
(A.110)

Em
2,2,j =

Λj

a
Um
8,2,j +XjU

′ m
8,2,j +

Em
1,2,j

a
+ 2E′ m

1,2,j − Tjim
Jm(ξja)

ξ2j a
(A.111)
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Zm
2,2,j =

Λj

a
Um
9,2,j +XjU

′ m
9,2,j +

Zm
1,2,j

a
+ 2Z ′ m

1,2,j + Tj

p2

ξ2j

J̇m(ξja)

ξj
(A.112)

2.3.3. Projection on φ̂Bm

Am
2,3,j =

Λ′

j

a
Um
1,3,j +X ′

jU
′ m
1,3,j +

Am
1,3,j

a
+ 2A′ m

1,3,j , j = 1, 2 (A.113)

Bm
2,3,j =

Λ′

j

a
Um
2,3,j +X ′

jU
′ m
2,3,j +

Bm
1,3,j

a
+ 2B′ m

1,3,j , j = 1, 2 (A.114)

Cm
2,3,j =

Λ′

j

a
Um
3,3,j +X ′

jU
′ m
3,3,j +

Cm
1,3,j

a
+ 2C ′ m

1,3,j (A.115)

Am
2,3,j =

Λj

a
Um
4,3,j +XjU

′ m
4,3,j +

Am
1,3,j

a
+ 2A′ m

1,3,j

−Tj

J̇m(ξja)

ξj
+

1

2
[2α4 + 3α5]k

2
j

p2

ξ2j

Jm(ξja)

a
, j = 3, 4 (A.116)

Bm
2,3,j =

Λj

a
Um
5,3,j +XjU

′ m
5,3,j +

Bm
1,3,j

a
+ 2B′ m

1,3,j − Tjim
Jm(ξja)

ξ2j a
, j = 3, 4(A.117)

Γm
2,3,j =

Λj

a
Um
6,3,j +XjU

′ m
6,3,j +

Γm
1,3,j

a
+ 2Γ′ m

1,3,j

+Tj

p2

ξ2j

J̇m(ξja)

ξj
+

1

2
[2α4 + 3α5]k

2
j

p2

ξ2j

Jm(ξja)

a
(A.118)

∆m
2,3,j =

Λj

a
Um
7,3,j +XjU

′ m
7,3,j +

∆m
1,3,j

a
+ 2∆′ m

1,3,j − Tjim
Jm(ξja)

ξ2j a
(A.119)

Em
2,3,j =

Λj

a
Um
8,3,j +XjU

′ m
8,3,j +

Em
1,3,j

a
+ 2E′ m

1,3,j + Tj

·Jm(ξja)

ξj
(A.120)

Zm
2,3,j =

Λj

a
Um
9,3,j +XjU

′ m
9,3,j +

Zm
1,3,j

a
+ 2Z ′ m

1,3,j + Tjim
p2

ξ2j

Jm(ξja)

ξ2j a
(A.121)

2.3.4.Projection on (r̂Cm)s

Am
2,4,j =

Λ′

j

a
Um
1,4,j +X ′

jU
′ m
1,4,j +

Am
1,4,j

a
+ 2A′ m

1,4,j

+Qj

p

ξj

Jm(ξja)

ξj
−

1

2
[4α1 + 2α2 + 3α3]k

2
j

p

ξj

J̇m(ξja)

a
, j = 1, 2(A.122)
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Bm
2,4,j =

Λ′

j

a
Um
2,4,j +X ′

jU
′ m
2,4,j +

Bm
1,4,j

a
+ 2B′ m

1,4,j

−
1

2
[4α1 + 2α2 + 3α3]k

2
j im

p

ξj

Jm(ξja)

ξja2
, j = 1, 2 (A.123)

Cm
2,4,j =

Λ′

j

a
Um
3,4,j +X ′

jU
′ m
3,4,j +

Cm
1,4,j

a
+ 2C ′ m

1,4,j

+Qj

p

ξj

Jm(ξja)

ξj
+

1

2
[4α1 + 2α2 + 3α3]k

2
j

p3

ξ3j

J̇m(ξja)

a
(A.124)

Am
2,4,j =

Λj

a
Um
4,4,j +XjU

′ m
4,4,j +

Am
1,4,j

a
+ 2A′ m

1,4,j + Tj

p

ξj

Jm(ξja)

ξj

+
1

2
[2α4 + 3α5 − α1 − α3]k

2
j

p

ξj

J̇m(ξja)

a
, j = 3, 4 (A.125)

Bm
2,4,j =

Λj

a
Um
5,4,j +XjU

′ m
5,4,j +

Bm
1,4,j

a
+ 2B′ m

1,4,j

+
1

2
[2α4 + 3α5]k

2
j im

p

ξj

Jm(ξja)

ξja2
, j = 3, 4 (A.126)

Γm
2,4,j =

Λj

a
Um
6,4,j +XjU

′ m
6,4,j +

Γm
1,4,j

a
+ 2Γ′ m

1,4,j + Tj

p

ξj

Jm(ξja)

ξj

−
1

2
[α1 + α3]k

2
j

p

ξj

J̇m(ξja)

a
−

1

2
[2α4 + 3α5]k

2
j

p3

ξ3j

J̇m(ξja)

a
(A.127)

∆m
2,4,j =

Λj

a
Um
7,4,j +XjU

′ m
7,4,j +

∆m
1,4,j

a
+ 2∆′ m

1,4,j (A.128)

Em
2,4,j =

Λj

a
Um
8,4,j +XjU

′ m
8,4,j +

Em
1,4,j

a
+ 2E′ m

1,4,j (A.129)

Zm
2,4,j =

Λj

a
Um
9,4,j +XjU

′ m
9,4,j +

Zm
1,4,j

a
+ 2Z ′ m

1,4,j (A.130)

2.3.5. Projection on (φ̂Cm)s

Am
2,5,j =

Λ′

j

a
Um
1,5,j +X ′

jU
′ m
1,5,j +

Am
1,5,j

a
+ 2A′ m

1,5,j

−
1

2
[4α1 + 2α2 + 3α3]k

2
j im

p

ξj

Jm(ξja)

ξja2
, j = 1, 2 (A.131)
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Bm
2,5,j =

Λ′

j

a
Um
2,5,j +X ′

jU
′ m
2,5,j +

Bm
1,5,j

a
+ 2B′ m

1,5,j

+
1

2
[4α1 + 2α2 + 3α3]k

2
j

p

ξj

J̇m(ξja)

a
, j = 1, 2 (A.132)

Cm
2,5,j =

Λ′

j

a
Um
3,5,j +X ′

jU
′ m
3,5,j +

Cm
1,5,j

a
+ 2C ′ m

1,5,j

+
1

2
[4α1 + 2α2 + 3α3]k

2
j im

p3

ξ3j

Jm(ξja)

ξja2
(A.133)

Am
2,5,j =

Λj

a
Um
4,5,j +XjU

′ m
4,5,j +

Am
1,5,j

a
+ 2A′ m

1,5,j

+
1

2
[2α4 + 3α5 − α1 − α3]k

2
j im

p

ξj

Jm(ξja)

ξja2
, j = 3, 4 (A.134)

Bm
2,5,j =

Λj

a
Um
5,5,j +XjU

′ m
5,5,j +

Bm
1,5,j

a
+ 2B′ m

1,5,j

−
1

2
[2α4 + 3α5]k

2
j

p

ξj

J̇m(ξja)

a
, j = 3, 4 (A.135)

Γm
2,5,j =

Λj

a
Um
6,5,j +XjU

′ m
6,5,j +

Γm
1,5,j

a
+ 2Γ′ m

1,5,j

−
1

2
[α1 + α3]k

2
j

p

ξj
im

Jm(ξja)

ξja2
−

1

2
[2α4 + 3α5]k

2
j

p3

ξ3j
im

Jm(ξja)

ξja2
(A.136)

∆m
2,5,j =

Λj

a
Um
7,5,j +XjU

′ m
7,5,j +

∆m
1,5,j

a
+ 2∆′ m

1,5,j − Tj

p

ξj

Jm(ξja)

ξj
(A.137)

Em
2,5,j =

Λj

a
Um
8,5,j +XjU

′ m
8,5,j +

Em
1,5,j

a
+ 2E′ m

1,5,j (A.138)

Zm
2,5,j =

Λj

a
Um
9,5,j +XjU

′ m
9,5,j +

Zm
1,5,j

a
+ 2Z ′ m

1,5,j − Tj

p

ξj

Jm(ξja)

ξj
(A.139)

2.3.6. Projection on −iẑCm

Am
2,6,j =

Λ′

j

a
Um
1,6,j +X ′

jU
′ m
1,6,j +

Am
1,6,j

a
+ 2A′ m

1,6,j

+
1

2
[4α1 + 2α2 + 3α3]k

2
j

p2

ξ2j

Jm(ξja)

a
, j = 1, 2 (A.140)
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Bm
2,6,j =

Λ′

j

a
Um
2,6,j +X ′

jU
′ m
2,6,j +

Bm
1,6,j

a
+ 2B′ m

1,6,j , j = 1, 2 (A.141)

Cm
2,6,j =

Λ′

j

a
Um
3,6,j +X ′

jU
′ m
3,6,j +

Cm
1,6,j

a
+ 2C ′ m

1,6,j

+
1

2
[4α1 + 2α2 + 3α3]k

2
j

p2

ξ2j

Jm(ξja)

a
(A.142)

Am
2,6,j =

Λj

a
Um
4,6,j +XjU

′ m
4,6,j +

Am
1,6,j

a
+ 2A′ m

1,6,j − Tj

J̇m(ξja)

ξj

−
1

2
[α1 + α3]k

2
j

Jm(ξja)

a
, j = 3, 4 (A.143)

Bm
2,6,j =

Λj

a
Um
5,6,j +XjU

′ m
5,6,j

+
Bm

1,6,j

a
+ 2B′ m

1,6,j − Tjim
Jm(ξja)

ξ2j a
, j = 3, 4 (A.144)

Γm
2,6,j =

Λj

a
Um
6,6,j +XjU

′ m
6,6,j +

Γm
1,6,j

a
+ 2Γ′ m

1,6,j + Tj

p2

ξ2j

J̇m(ξja)

ξj

+
1

2
[α1 + α3]k

2
j

p2

ξ2j

Jm(ξja)

a
(A.145)

∆m
2,6,j =

Λj

a
Um
7,6,j +XjU

′ m
7,6,j +

∆m
1,6,j

a
+ 2∆′ m

1,6,j (A.146)

Em
2,6,j =

Λj

a
Um
8,6,j +XjU

′ m
8,6,j +

Em
1,6,j

a
+ 2E′ m

1,6,j (A.147)

Zm
2,6,j =

Λj

a
Um
9,6,j +XjU

′ m
9,6,j +

Zm
1,6,j

a
+ 2Z ′ m

1,6,j (A.148)

2.3.7. Projection on (r̂Bm)α

Am
2,7,j =

Λ′

j

a
Um
1,7,j +X ′

jU
′ m
1,7,j +

Am
1,7,j

a
+ 2A′ m

1,7,j +Qjim
Jm(ξja)

ξ2j a
, j = 1, 2(A.149)

Bm
2,7,j =

Λ′

j

a
Um
2,7,j +X ′

jU
′ m
2,7,j +

Bm
1,7,j

a
+ 2B′ m

1,7,j −Qj

J̇m(ξja)

ξj
, j = 1, 2(A.150)

Cm
2,7,j =

Λ′

j

a
Um
3,7,j +X ′

jU
′ m
3,7,j +

Cm
1,7,j

a
+ 2C ′ m

1,7,j −Qj

p2

ξ2j
im

Jm(ξja)

ξ2j a
(A.151)
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Am
2,7,j =

Λj

a
Um
4,7,j +XjU

′ m
4,7,j +

Am
1,7,j

a
+ 2A′ m

1,7,j − Tjim
Jm(ξja)

ξ2j a
, j = 3, 4(A.152)

Bm
2,7,j =

Λj

a
Um
5,7,j +XjU

′ m
5,7,j +

Bm
1,7,j

a
+ 2B′ m

1,7,j + Tj

J̇m(ξja)

ξj
, j = 3, 4(A.153)

Γm
2,7,j =

Λj

a
Um
6,7,j +XjU

′ m
6,7,j +

Γm
1,7,j

a
+ 2Γ′ m

1,7,j + Tjim
p2

ξ2j

Jm(ξja)

ξ2j a
(A.154)

∆m
2,7,j =

Λj

a
Um
7,7,j +XjU

′ m
7,7,j +

∆m
1,7,j

a
+ 2∆′ m

1,7,j + Tj

J̇m(ξja)

ξj
(A.155)

Em
2,7,j =

Λj

a
Um
8,7,j +XjU

′ m
8,7,j +

Em
1,7,j

a
+ 2E′ m

1,7,j + Tjim
Jm(ξja)

ξ2j a
(A.156)

Zm
2,7,j =

Λj

a
Um
9,7,j +XjU

′ m
9,7,j +

Zm
1,7,j

a
+ 2Z ′ m

1,7,j − Tj

p2

ξ2j

J̇m(ξja)

ξj
(A.157)

2.3.8. Projection on (r̂Cm)α

Am
2,8,j =

Λ′

j

a
Um
1,8,j +X ′

jU
′ m
1,8,j +

Am
1,8,j

a
+ 2A′ m

1,8,j

+Qj

p
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2.3.9. Projection on (φ̂Cm)α
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